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Abstract

Plasma material interaction in fusion devices is a critical issue that affects the overall
machine performance. In the current design of ITER graphite has been chosen as a
plasma facing material (PFM) in the regions where heat loads are extremely high (10
MW /m?) due to its good thermal conductivity and low atomic number. The two main
topics regarding interaction of hydrogen isotopes and graphite that need to be under-
stood properly are: (i) hydrogen retention and release and (ii) chemical erosion and
its flux dependence. The problem of tritium retention is extremely important to study
because tritium is a radioactive material and its long term inventory in a fusion device

should stay below the safety limit (350 g tritium).

The physics of the interaction of hydrogen with graphite used in the fusion devices
is multi-scale in space (A to cm) and time (pico-seconds to seconds). The idea is to
use the insights gained from the microscopic models (MD or ab initio methods) for
modeling the transport at the meso scale and further at the macro scale in order to

understand the physical processes contributing to macroscopic transport.

The 3D multi-scale model developed by Warrier et al. |1] has been improved to
model the hydrogen reactive-diffusive transport in porous graphite. Sensitivity studies
of the various factors affecting the retention and release of hydrogen from graphite have
been performed. The void fraction has the most dominant role followed by the void
size and then the void orientation comes into play. The model allows extrapolation of

well diagnosed ion beam experiments to fusion conditions.

The model has been applied to study hydrogen retention and release from the de-
posits collected from the leading edge of the neutralizer of Tore Supra. These deposits
consists of micropores with typical size lower than 2 nm (~ 11%), mesopores (typical

size between 2 and 50 nm, ~ 5%) and macropores with a typical size more than 50
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nm. The simulations showed that the macropores play the dominant role in retention
and release behavior of hydrogen. The hydrogen released from the micropores and
mesopores gets adsorbed on the surfaces of the macropores. The internal deposition
of hydrogen will further enhance the tritium retention problem. In order to under-
stand the hydrogen transport mechanism in graphite the isotope exchange reaction
has been studied. The mixed molecule formation during the exposure to hydrogen
and deuterium ion beams with completely separate ion profile (penetration depths)
demonstrates that hydrogen molecule formation is not a local process. It takes place

throughout the implantation zone and not only at the end of the ion range.

The model for chemical erosion of graphite due the thermal hydrogen ion bombard-
ment proposed by Horn et al. 2] has been implemented. A simple 1ID-KMC model has
been developed to check the implementation of the basic atomistic process occurring
during the chemical erosion process. The simple 1D KMC model has been success-
fully validated against the analytical model and the experimental results of Horn et al.
[2]. The model is extended to 3D and the effect of the internal structure of graphite
on C'Hz molecule formation has been studied. It has been shown that samples with
larger internal surface areas facilitate C'Hs molecule formation. The flux dependence

predicted with this model is very weak.

To study the flux dependence of chemical erosion a simple multi—scale model has
been developed. The basic idea here is that due to the shielding of the carbon atoms
lying in the lower layers only few surface layers are accessible by the incoming hydrogen
ions. This puts an upper limit on the released carbon flux. The model agrees very
well with the experimental trends. After a certain critical incident flux, the carbon
flux released from a sample becomes equal for all incident hydrogen fluxes and the
erosion yield decreases by orders of magnitude with increasing flux. The erosion yield
shows a very strong flux dependence which indicates that the problem of carbon erosion
and co—deposition will not be as severe as predicted and carbon will still be a good
candidate as a PFM for ITER.



Contents

Abstract v
1 Introduction 1
1.1 Basics of plasma material interaction . . . . . . . . . .. ... ... .. 2

1.2 Plasma facing materials . . . . . ... ..o Lo 7
1.2.1 Interaction of hydrogen plasma with carbon based materials 9

1.3 Motivation . . . . . . . .. 14
1.4 Outline. . . . . . . . . 15

2 Methods and techniques 19
2.1 Molecular dynamics . . . . . .. ... 19
2.2 Kinetic Monte Carlo . . . . . . . . .. ... Lo 20
2.2.1 The Bortz-Kalos-Lebowitz algorithm . . . . . . ... ... ... 21

2.2.2 Time dependency in BKL . . ... ... ... ... ....... 22

2.3 Monte—Carlo—Diffusion . . . . . . ... .. .. ... .. ... ... 23
2.4 Implementation of ion flux . . . . . . ... .. ... ... 24
2.5 Generation of the 3D porous graphite geometry . . . . . . . . . .. .. 24
2.6 Recap . . . . . . e 26

3 Multi—Scale Scheme 27
3.1 Parametrization of the processes . . . . . . . . ... ... 30
3.1.1 Hydrogen atoms . . . . . . . ... Lo 30

3.1.2  Hydrogen molecules . . . . . ... ... ... .. 36

3.2 Recap . . . . e 38

4 Hydrogen retention and release from porous graphite 39

4.1 Validation of the model . . . . . . . . . . . ... 40



viii CONTENTS

4.2 Setting up the simulation . . . . . . .. ..o 40
4.3 Results . . . . . . 41
4.3.1 Effect of the range of penetration of incident ion beam . . . . . 44
4.3.2 Effect of incident flux . . . . . . . ... .00 46
4.3.3 Effect of trap site density . . . . . . . . ... L. 46
4.3.4 Effect of the void orientation . . . . . . . . . ... .. ... .. 48
4.3.5 Effect of the void fraction . . . . . . . ... ... .. ... ... 49
4.3.6 Effect of the void size . . . . . . . .. . ... .. L. 51

4.4 Recap . . . . . . 51
5 Retention and release from Tore Supra Co-deposits 53
5.1 Structure of Tore Supra co deposits . . . . . . . .. ... .. ... ... 54
5.2 Analysis of deposits at meso-scale . . . . . ... ... 25
5.2.1 Setting up the simulation . . . ... . ... ... ... .. 95
5.2.2 Results at meso—scale . . . . . .. ... ... . ... L. a7

5.3 Scaling up to macro-scale. . . . . . .. ..o 60
5.3.1 Setting up the simulation . . . ... . ... ... ... ... .. 61
5.3.2 Results at macro-scale . . . . . .. .. ... ... ... ... 62

5.4 Recap . . . . . s 67
6 Isotope exchange in graphite 69
6.1 Isotope exchange: present status. . . . . . . . ... .. ... .. .... 69
6.2 Completely overlapping ion profiles . . . . . .. .. ... ... ... .. 71
6.2.1 Setting up the simulation . . . . ... ... ... ... ... .. 71
6.2.2 Results. . . . . . .. 72

6.3 Completely separated ion profiles . . . . . . . ... ... ... ... .. 74
6.3.1 Setting up the simulation . . . . ... ... ... .. ... ... 74
6.3.2 Results. . . . .. .. 75

6.4 Recap . . . . . . . 7
7 Chemical erosion of graphite 79
7.1 Analytical description of chemical erosion . . . . . . ... ... ... .. 79
7.1.1 Thermally activated process . . . . . . . . . ... ... ... .. 80
7.1.2 Radiation damage . . . . . . . ... Lo Lo L 83
7.1.3 Kinetic hydrocarbon emission . . . . .. ... ... ... .. .. 83

7.2 A simple 1ID-KMC model for chemical erosion . . . . . ... ... ... 84



CONTENTS

ix

7.2.1 Validation of the simple 1ID-KMC model for chemical erosion
7.2.2 Flux dependence of chemical erosion . . . ... ... ... ...
7.3 A 3D KMC model for chemical erosion . . . . . .. . ... ... ....
7.3.1 Setting up the simulation . . . . . . ... ... ...
732 Results. . . . . . .
7.4 Recap . . . . . .

8 Flux dependence of chemical erosion: a simple multi—scale model
8.1 Description of the model . . . . . . .. ... ... ... ... ... .
8.2 Setting up the simulation. . . . . . .. . ... .00
8.3 Results . . . . . .
8.4 Recap . . . . . . e

9 Summary and conclusions

Acknowledgments

85
86
88
89
89
91

93
94
94
95
98

101

113



CONTENTS




Chapter 1
Introduction

Controlled thermonuclear fusion has the potential to open a new energy source to
mankind and to contribute to a peaceful world. The fuel used in this reaction is a
mixture of deuterium and tritium which is created from the breeding of lithium by using
some of the released neutrons in the fusion reaction. A complete design of a machine
which will deliver energy from magnetically confined thermonuclear fusion reactions
under quasi—stationary conditions is now ready for construction — the International
Tokamak Experimental Reactor (ITER). The design of ITER is the collaborative result
of worldwide fusion research in many experimental devices [3]. Their results give rise to
a strong confidence that the design will meet the scientific and technological objectives

of ITER:

e long pulse (about 7 min) burning fusion plasma capable of delivering 500 MW

fusion power with an energy amplification factor Q' of at least 10
e testbed for studying the steady—state plasma operation

e investigation of quasi steadystate plasma operation which could allow to extend

the pulse length up to 30 min under ‘Hybrid’ scenarios with Q = 5

e integration of fusion relevant physics and technology (tritium breeder blanket, su-
perconductors, heating) with significant flexibility which allows to exploit progress
made in various areas aiming at performances which would lead to a commercial

thermonuclear fusion power plant.

For long time operation of any fusion machine two requirements are crucial:

IThe ratio of the fusion power to the external power input.
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(i) a stationary magnetic field configuration for plasma confinement and

(ii) a sufficient life time of wall components.

The second requirement is related to the plasma wall interaction which is also
studied in this thesis. In order to understand the second requirement it is necessary
to identify the main atomistic processes occurring during the interaction of the plasma

with the wall material.

1.1 Basics of plasma material interaction

Graphite is used in many fusion devices as plasma facing wall material (PFM). In this
section the different atomistic processes taking place during the interaction of energetic

hydrogen ions and neutrals with a graphite sample are delineated (Fig. 1.1).

When charged particles (ions or electrons) strike a solid surface they stick to it.
While ions do have a finite probability of back-scattering from the surface, they do so
mainly as neutrals picking up electrons from the surface. The neutral atoms are re—

emitted back into the plasma where they can be re-ionized, usually by electron impact.

The incident energetic atom collides with a target surface atom and transfers its
momentum, consequently it can either get reflected from the surface (backscattering)
or it penetrates into the target and after a collision cascade comes to rest in thermal
equilibrium with the target atoms (implantation) (Fig. 1.2). The target atoms which
reach the surface and have more energy than the surface binding energy of the target
material can be released from the surface (physical sputtering). The physical sput-
tering and backscattering depends on the atomic masses of the incident ion and the
target, the energy and the angle of incidence of the incident ion. The erosion of the
surface by physical sputtering and the implantation of atoms can lead to changes in
the composition and structure of the material. Thus, one factor for the limited lifetime

of the PFMs in fusion devices is sputtering.

In fusion machines where carbon based materials are used as PFM incident hydro-
gen isotope atoms which have equilibrated with the surface diffuse within the target

and can undergo chemical reactions with the target atoms to form hydrocarbons and
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Figure 1.1: Overview of the atomistic processes during plasma surface interactions in fusion machines
relevant to particle recycling. The acronym RES represents radiation enhanced sublimation process.

hydrogen molecules. Some of these molecules diffuse to the target surface and can
either be desorbed by incident atoms or be released thermally from the surface de-
pending on the surface temperature (chemical erosion). In some cases the incoming
energetic hydrogen atom or ion breaks a covalent C-C bond on the graphite surface
by pushing apart the carbon atoms due to its short range repulsive potential. This
can result in the ejection of either a carbon atom or a hydrocarbon and is called swift

chemical sputtering.



4 Introduction

Surface LHydrogen ion beam (1 keV)

Graphite bulk

50

100

I

150} hydrogen trajectory

X [A%]
200
recoils
250 v’
f#!
300 —
i
350 $
/\
i
oL a
250 -200 -150 -100 -50 0 50 100 150
Y [A7]

Figure 1.2: Collisional cascade created in graphite by 1 keV hydrogen ion beam. The simulation was
done using the TRIM code.

All sputtering processes are characterized by the sputtering yield, Y, which is the
number of atoms or molecules ejected per impacting particle. Physical sputtering

depends on
e The energy of the incident particle,
e Atomic mass of the incident and target atoms,
e Angle of incidence of the incident particle,

e Surface roughness of the target.
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For physical sputtering to occur, enough momentum must be transferred to the lattice
atom to overcome the surface binding energy, thus a threshold energy Ey, exists for
physical sputtering, below which no sputtering occurs. The value of Ej;, can be esti-
mated from the surface binding energy of the target. The physical sputtering yield can

be calculated using, for example, the binary collision TRIM code.

Chemical sputtering is dependent on

e The energy and mass of the incident particle,
e The target temperature,

e Incident flux of particles.

No threshold kinetic energy is needed for chemical sputtering to occur, and yields
even for sub—eV hydrogen ion bombardment are not negligible [4|. The strong depen-
dence on the threshold temperature is one of the key signatures of chemical sputtering
[5]. Chemical sputtering is dominant for incident ion energy Ey < 100 eV, except at
extremely high temperatures |6]. For Ey ~ 100 eV chemical sputtering yields are com-

parable to or even larger than physical sputtering yields.

The energy deposited by the plasma on the surface determines the surface tempera-
ture which is an important parameter in determining the diffusion of the various species
and the molecule formation on the surface. At very high incident energy flux and /
or insufficient cooling of the target, the surface temperature can be increased and the
surface atoms can thermally evaporate. Besides, implanted gas atoms can accumulate
in the surface layers to form bubbles. This leads to blister and flake formation and

breaking of the surface layer [7].

The bombardment of energetic atoms creates damage sites (traps) and interstitials
within their range of penetration in the target. This process competes with the an-
nealing of the lattice defects by the recombination of interstitials and vacancies. Due
to the relatively high flux densities and fluences on the target plates in tokamaks the
recombination rate is not high enough to anneal all the damage. This results in net
production of damage and amorphization of the target surface. The porous structure

of the graphite offers a large internal surface area along which the incident hydrogen
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atoms can diffuse and penetrate much beyond the implantation range of the ions.

On the way of realizing fusion power to a commercial reactor, still a set of critical
questions related to the plasma—wall interaction remain to be addressed sufficiently in

present experiments. The main constraints are:

(i) to achieve technically acceptable condition for power (continuous heat flux of 10
MW /m? on divertor target plates) and particle (sufficient helium pumping to

avoid plasma dilution) exhaust.

(ii) to achieve sufficient lifetime of PFMs. The lifetime of PFMs can be reduced

mainly due to

e transient heat loads due to disruptions® and edge localized modes (ELMs)?

e physical and chemical erosion

(iii) to stay below the safety limit (350 g tritium) of long term tritium inventory.

In magnetic confinement devices the edge plasma is used to buffer the high tem-
perature plasma core from the material walls [§8]. The interaction between the edge
plasma and the PFMs profoundly influences the conditions in the core plasma and the
tokamak operation in many ways. Retention and recycling of hydrogen from plasma
facing components (PFCs) affects fueling efficiency, plasma density control and the
density of neutral hydrogen in the plasma edge, which further influences particle and
energy transport. Erosion by the plasma is the source of impurities and determines
the lifetime of PFCs. The eroded impurity atoms can get into the plasma and radiate

energy, which cools and dilutes the plasma.

2Sudden loss of plasma, confinement. The stored energy in the plasma, is rapidly dumped into the
rest of the plasma system (vacuum vessel walls, magnet coils, etc.) and can cause significant damage
if precautions are not taken.

3ELMs are MHD related events that play a key role in mediating the energy and particle transport
characteristic of the plasma edge in the regime of enhanced global energy confinement called the high
confinement mode. They involve the very rapid expulsion of energy and particles from the outer part
of a confined plasma into the SOL and can transiently reduce the temperature and density in this
region and thereby affect the core confinement. In addition, they can lead to increased peak heat
loads on the divertor plates.
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1.2 Plasma facing materials

In a tokamak the outer magnetic field lines are diverted to a location far from the
plasma by means of specially shaped magnetic fields. Thus the energy and the par-
ticles move to restricted areas of the vessel wall. The field lines contact the vessel
wall on specially equipped divertor plates. With this configuration it is possible to
produce much purer plasmas, i. e. less contaminated by foreign atoms than limiter?
plasmas. The last closed flux surface (LCFS) is the boundary between the core plasma
in a tokamak (or other device), where the field lines form closed flux surfaces, and the

scrape-off-layer (SOL)® where they run into a material wall.

upstream

radiating layer

SOL _
LCFS, separatrix
LCFS
A core plasma:
Y4
Z soL SoL
Limiter Divertor
! | (downstream) X-point (downstream)
‘ —> pump e
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Figure 1.3: Schematic view of a limiter (left side) and divertor (right side). The abbreviations used
are SOL: Scrape—off-layer, LCFS: Last closed flux surface.

The main function of the divertor system is to exhaust the major part of the alpha

4Structures placed in contact with the edge of a confined plasma which are used to define the shape
of the outermost magnetic surface.

5Quter layer of a plasma, which is affected (’scraped off’) by a divertor or limiter. That is, the
outer layer of a magnetically confined plasma where the field lines intersect a material surface (limiter
or divertor plate) rather than closing upon themselves. Plasma crossing into the SOL is rapidly lost
since transport along the field is much faster than that across the field.
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particle power as well as He and impurities from the plasma. As the main interface
component under normal operation between the plasma and material surfaces, it must
tolerate high heat loads while at the same time providing neutron shielding for the
vacuum vessel and magnet coils in the vicinity of the divertor. Although good progress
has been made in the understanding of divertor plasma physics, there continues to be
some uncertainties, and hence the divertor remains an experimental device, which, it is
anticipated, will need to be replaced and upgraded during the life of ITER. To facilitate

rapid replacement, remote maintainability of the divertor has been given a high priority.

Plasma-wall interaction (PWI) in a typical divertor machine concerns the armor
of the first wall in the main chamber and the components of the divertor. In a typical
fusion device the heat flux is of the order of a few MW /m? and particle flux is a few
times 102 m 2571 up to 102> m 257! for ITER. Therefore the requirements for plasma
facing material are very good thermal conductivity, high melting point and low radia-
tion losses. The radiation loss is proportional to the atomic number number 7 raised to
the fourth power [9] which makes low Z material a better choice as a PFM. Addition-
ally, if a low Z impurity enters into the core of the plasma, due to the lesser radiation
losses comparatively high impurity levels can be tolerated. Factors for the selection of
PFMs are the requirements of plasma performance (minimize impurity contamination
and the resulting radiation losses in the core plasma), engineering integrity, component
lifetime (need to withstand thermal stresses, acceptable erosion), compatibility with
the neutron environment and safety (minimize tritium and radioactive dust invento-
ries). The heat load to the main chamber wall is determined by the radiative processes
(bremsstrahlung from the core and impurity radiation from the plasma boundary) and

charge exchange fluxes [8].

The peak heat load of about 10 MW /m? occurs at the strike point on the divertor
plates by plasma flow along the magnetic field lines. In the current design of ITER
(Fig. 1.4) graphite has been chosen for this region because of its 'forgiving’ nature. Tt
does not melt (but sublimes) and preserves its shape even with transient heat loads
much beyond the acceptable steady state heat flow. The other advantages of using
graphite as PFM include low radiative power losses due to its low Z. Also, its radia-
tion characteristics allows a lot of radiation losses on open field lines outside the core
allowing a perfect combination with a divertor operation to spread the power over a

large area.
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Figure 1.4: ITER cross—section showing the choice of materials for the plasma facing components
[10].

1.2.1 Interaction of hydrogen plasma with carbon based mate-

rials

The graphite used in fusion devices consists of granules (typically 1-10 micrometer,
macroscale) separated by voids which are typically a fraction of a micrometer. The
granules consist of graphitic micro-crystallites of size 10-100 nm separated by micro-
voids which are typically one nm (mesoscale) [11, 12| (Fig. 1.5). These sub-structures,
voids and micro-voids provide a large internal surface area inside graphite where the

hydrogen interstitial atoms can diffuse and react with each other which will affect the
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crystallites micro—-voids

Figure 1.5: The porous structure of graphite.

hydrogen isotope inventory and recycling behavior and also chemical erosion. Due to
the large internal surface area provided by graphite it acts like a sponge for hydrogen.
In case of carbon based plasma facing materials, essentially four mechanisms have been
identified for the retention and uptake of hydrogen [13| (Fig 1.6)

(i) formation of a saturated surface layer
(ii) surface diffusion on the internal porosity
(iii) trans granular diffusion and bulk trapping

(iv) co deposition of hydrogen with plasma exposed surfaces
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Figure 1.6: Schematic of the primary mechanisms for hydrogen retention and transport in graphite
[14].

Formation of a saturated surface layer

Implantation of hydrogen into graphite creates broken carbon bonds and due to the
strong chemical reactivity of carbon with hydrogen, hydrogen can be strongly bound
through the formation of C H chemical bonds (~ 4.5 eV). Fig. 1.6 shows the primary
mechanisms responsible for the retention of energetic hydrogen impacting on the car-
bon based materials. At low fluences and low temperature most of the non-reflected
hydrogen is trapped and retained in the graphite. After the saturation of the implanta-
tion region is achieved, re—emission sets in and most of the incident flux is re—emitted.

The amount of hydrogen in the implantation zone is ~ 0.4 H/C at room temperature.
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This hydrogen concentration level extends from the surface till the penetration depth
(range) of the incident hydrogen ions. The range of the hydrogen ions depends on the
energy of the incident flux and is less for the lower energy. Thus a smaller quantity of

hydrogen is trapped for lower energy hydrogen ions.

Diffusion

As the temperature is increased (> 1000 K) the detrapping of the hydrogen atoms
starts, leading to release of hydrogen and decrease of retention level in the implanta-
tion zone. Upon further bombardment following the saturation of the implantation
zone, the hydrogen atoms and molecules start diffusing deep into the bulk (much be-
yond the implantation zone) along the internal porosity or the grain boundary of the
granules, as shown in Fig. 1.6. At temperatures above ~ 1000 K, the hydrogen atoms
start entering into the granules and trans-granular diffusion sets in. This gives rise
to the access to the trapping sites in the grains which are practically inaccessible at
low temperatures and therefore the retention levels start to increase again [15]. This
transport mechanism will be very important for the neutron irradiated samples which
have a huge density of the trapping sites created because of the damage caused to the

sample during irradiation process and will result in higher retention levels.

Co—deposition

The carbon atoms which are sputtered from graphite or other carbon based materials
due to the impacting plasma particles can either be co-deposited as neutrals or ions
due to the plasma chemistry processes in hydrocarbon plasmas, on both plasma facing
and out of line of sight surfaces in the device (See Fig. 1.7). The layer that is formed
is similar to the saturated implant layer described above. But, the saturated implant
layers have a thickness of several tens of nm (depending on energy) whereas, the co-
deposited layers seem to have no upper limit to their thickness [16] and may extend to
several um. If the layer gets too thick one produces dust and flakes. Both kinds of lay-
ers have similar H/C ratio, viz, ~ 0.4 at room temperature. These thick co-deposited
layers make it difficult to put an upper limit on the tritium inventory that would result
during the co deposition process in future fusion devices. Most of the tritium in ITER
is expected to be trapped in the co-deposited layers [17|, consequently, the removal of

such layers has become a high priority issue.
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Figure 1.7: Divertor cross-section of JET. The photograph on the lower left side shows a typical
region of the flaking deposition on the louvers at the inner corner of the JET Mk-ITA divertor [8, 18].
The figure on the top shows the scanning electron microscopy micrographs of the Tore Supra samples
collected from the TS-NTR [19].

The main shortcomings of graphite as a PFM are
e Chemical erosion leads to co—deposition of tritium with eroded carbon (Fig. 1.7).

e Co-deposited layers have apparently no upper limit on their thickness (even
though there is a mechanical limit where the layers start flaking and produce

dust) and are a source of large tritium inventory.
e Chemical erosion and physical sputtering further reduces the erosion life time.

e Uncertainty about the extrapolation of the chemical sputtering yield to high

reactor relevant fluxes (Fig. 1.8). If the chemical sputtering really decreases
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with the increasing flux (10% m~2s~! for ITER), then carbon might still be an
acceptable choice as a PFM.
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Figure 1.8: Flux dependence of the chemical erosion yield for T,,,, and an ion energy of 30 eV
determined from spectroscopic measurements in different fusion devices and plasma simulators. The
solid lines are a fit using Bayesian probability theory and its confidence intervals [20, 21].

The two most important implications of tritium inventory buildup in I'TER are the
trapping of the fuel in the PFMs (reducing the available fuel in the machine) and the
need to keep the in vessel tritium inventory within the licensed limit (350 g tritium)

due to safety considerations.

1.3 Motivation

In steady state operation of a fusion reactor, only a small fraction of the particles

needed to fuel the plasma will be injected from external sources like gas puff, neutral
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beam or pellets, the rest of the fuel is expected to enter the plasma via the recycling of
the PFMs. This motivates us to understand the recycling mechanism and the related

processes in detail. The following points are of main interest

(i) retention of hydrogen isotopes in graphite and various factors affecting it.
(ii) chemical sputtering and the flux dependence of chemical sputtering yield.

(iii) velocity of the hydrogen particles re—entering the plasma in order to calculate the

penetration depth.

(iv) the ratio of re emitted atoms/molecules in order to derive the flux of the re
entering hydrogen particles from the measurement of H, light. The photon rates
for atoms are in general larger than for the atoms coming from the dissociation
of Hy molecule [22].

1.4 Qutline

The main aim of this thesis is to give insight into the physics of the interaction of

hydrogen isotopes with graphite in a fusion environment.

The existence of large variations in length scales of sub structures of graphite cou-
pled with the wide range of possible atomistic processes makes the study of hydrogen
transport and inventory in graphite a non-trivial exercise. The key idea is to use the
insights gained from the microscopic models for modeling the transport at the meso
scale and further into the macro—scale in order to understand the physical processes
contributing to macroscopic transport. Such a multi—scale model was developed by
Warrier et al. [1] for modeling the trace hydrogen diffusion problem. This model has
been extended in the present thesis by the inclusion of reactions, molecule formation
and chemical erosion. The basic computational tools and techniques needed to develop

the multi scale model is described in chapter 2.

The detailed description of the multi—scale model and the parametrization of all

the atomistic and molecular processes included in the model is given in chapter 3.

The first physics problem studied in chapter 4 using this multi—scale model is the

hydrogen retention and release from the graphite. Special emphasis is given to calcu-
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late the ratio of hydrogen released in atomic and molecular form. The interaction of
plasmas with atoms or molecules will be different, therefore, it is important to know in
which form hydrogen is released. Due to the safety considerations only a small amount
(350 g) of tritium is allowed in the machine. Therefore it is important to study the
hydrogen retention problem and to quantify the amount of hydrogen retained in the
graphite. Formation of hydrogen molecules or hydrocarbons in the graphite is due
to the diffusion of hydrogen atoms along internal porosity. It was shown by Warrier
[1] that the diffusion coefficient of the hydrogen depends on the internal structure of
graphite, viz, void—size and void—fraction, which implies that the molecule formation
also depends on these factors. Therefore, the retention and release analysis of hydrogen

is performed for samples with different internal structure.

Various other factors affecting retention and release of hydrogen from graphite e.g.
energy and flux of the incident hydrogen ion beam play major roles in retention and
release behavior. There are many factors which influence the retention and release
behavior of hydrogen from graphite and for this reason, different sensitivity studies
are performed in chapter 4. Depending on the energy and flux, the incident ion beam
creates damage (open bonds) in the graphite. These damage sites are the potential
traps for the hydrogen atoms. Standard graphite samples used in the ion—beam exper-
iments have low void fraction (~ 5%) and trap site density (10~* 107® H/C) whereas
the co—deposited layers are comparatively porous and have high trapping probability.
Using the model developed in this thesis, by varying the trapping probability (or the
number of trap sites in the sample) and the internal structure one can model a sample

representing standard graphite or a co-deposited layer.

In chapter 5 another application of the multi scale model, the study of hydrogen
retention and release from the deposits collected from the leading edge of the neutral-
izer of Tore Supra is presented. These deposits consists of micropores with typical size
lower than 2 nm (~ 11%), mesopores (typical size between 2 and 50 nm, ~ 5%) and
macropores with a typical size more than 50 nm. This study enables us to understand
the kind of voids (micropores, mesopores or macropores) which will be dominant in
determining the retention and release behavior from samples having porosity at multi-

ple length scales.

After having understood the hydrogen transport in porous graphite, the next ques-
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tion is where does the molecule formation take place? Does it happen at the end of
the ion range, which will indicate that molecule formation is a local process, or does
it takes place throughout the implantation range (starting from the surface until the
end of the implantation zone)? If the molecule formation takes place throughout the
implantation range then the isotope exchange reaction can be used as a cleaning (re-
trieving the retained tritium from the sample) method of a target material saturated
with tritium by bombarding it with deuterium or hydrogen. In order to answer these
questions the hydrogen isotope exchange reaction in graphite has been studied and is

presented in chapter 6.

The consequences of chemical erosion processes are studied in chapter 7. As a first
step, a simple 1ID-KMC model based on the analytical model proposed by Horn et al.
[2] is developed. This is extended to the 3D KMC model and the effect of the internal

structure on the chemical erosion process will be studied.

The flux dependence predicted with the present 3D model is very weak and no
current analytical model can account for the experimentally observed drop in the car-
bon erosion yield. The molecular dynamics study of Salonen et al. |23, 24| shows
that the decrease of the erosion yield at higher fluxes is due to the decreased carbon
collision cross section at a surface which had obtained the temporary supersaturation
of H atoms due to the extremely high flux involved. Inspired by this study, a simple
multi—scale model has been developed to study the flux dependence of chemical erosion

and is presented in chapter 8.

Finally, the results are summarized.
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Introduction




Chapter 2
Methods and techniques

In this chapter all the main computational methods which have been used in the
simulations presented in this thesis are described briefly. The following methods have

been used

e Molecular dynamics (MD)
e Kinetic Monte-Carlo (KMC)

e Monte—Carlo Diffusion (MCD).

2.1 Molecular dynamics

Molecular dynamics (MD) simulates the time dependent behavior of a system of par-
ticles. The time evolution of the set of interacting atoms is followed by integrating
their equation of motion. MD generates information at the microscopic level: atomic
positions, velocities and forces. This microscopic information is then converted to
macroscopic observables like pressure, temperature, heat capacity and stress tensor

etc. using statistical mechanics.

The essential elements for a molecular dynamics simulation are a knowledge of (1)
the interaction potential for the particles, from which the forces can be calculated, and
(2) the equations of motion governing the dynamics of the particles. We follow the

laws of classical mechanics, mainly Newton’s law,
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N
i£3.4=1
for each atom 7 in a system constituted by N atoms. Here, m; is the atom mass , 7
is the position vector of the i atom and ®,; is the inter-atomic potential between the

i'" atom and the j* atom [1].

2.2  Kinetic Monte—Carlo

Any physical situation that can be viewed as a statistical outcome of some basic sub—
processes, can be simulated using pseudo random numbers. This can then be charac-
terized as a Monte Carlo (MC) method. MC methods are efficient when a large number
of dimensions or complex geometries are involved. They are especially suitable to solve
diffusion of a large number of particles in a complex geometry with independent jumps

classified as a standard Wiener process in literature [25].

Kinetic Monte Carlo (KMC) is used to simulate the dynamics of a N body system
by a stochastic (or random walk) process. Unlike the Metropolis Monte Carlo method,
which has been employed to study systems at equilibrium, the KMC method allows
to investigate non-equilibrium processes such as diffusion and reactions. The time
evolution of the probability density of various events (transitions) that can take place
in the system is given by the Master equation. The KMC method provides a numerical

solution to the Master equation which is given by

OP(o,t)

T = 2 W' o) P )=y Wie—d) Plot)  (22)

0./

where o and ¢’ are successive states of the system, P(o,t) is the probability that the
system is in state o at time ¢, and W (¢’ — o) is the probability per unit time that the
system will undergo a transition from state ¢’ to state o. At steady state, the time
derivative of 2.2 is zero and the sum of all transitions into a particular state o equals

the sum of all transitions out of state o.

The KMC method can be used to simulate the dynamics of a Poisson-like process
provided [26]:
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(i) the events comprising the sequence of processes are independent, i.e. not corre-
lated

(ii) transitions must satisfy detailed balance and a “dynamical hierarchy” of transition

probabilities is established

(iii) time increments upon successful events are calculated properly (as given by eq.
2.4).

2.2.1 The Bortz-Kalos-Lebowitz algorithm

All the thermally activated processes taking place in the system (e.g. diffusion, des-
orption) are characterized as jumps following an Arrhenius like relation. Let there be

j possible jumps for a particle belonging to the specie i. For each jump

w = wlemT (2.3)

where w’ is the jump rate , w? is the jump attempt frequency and EY is the height
of the energy barrier corresponding to the j process (Fig. 2.1). For the i'" species,

et w’ e the jump rate of the 7** jump and n; be the number of particles, then
let w! be the ] te of the j1 j d n; be th ber of particles, th

NJumps

=0

is the sum of the rates of all the possible jumps for the i species.
In the Bortz-Kalos-Lebowitz (BKL) algorithm during each simulation step a par-
ticle is picked randomly, but with a probability proportional to its jump rate and the

following procedure is followed:
(i) Initialize the system at t = 0
(ii) Form a list of all the rates r; of all possible transitions (jumps) in the system

(iii) Calculate the cumulative function

N Species N Species N Jumps

R = Z R, = Z Z nzwf
i=0 i=0 §=0

(iv) Get a uniform random number U € [0, 1].
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En
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Figure 2.1: A sketch showing the energy F,, needed to overcome the potential well for a thermally
activated process. w, is the jump attempt frequency for this process.

(v) Find the event to carry out, ¢ by finding the ¢ for which

R, < UR < R;

(vi) Carry out event i.

(vii) Update those R; that have changed as a result of event ¢
(viii) Get a new uniform random number U € [0, 1]

(ix) Update the time with ¢ = ¢ + At where

In(U)
R

At = — (2.4)

and update the KMC step count.

2.2.2 Time dependency in BKL

Within the KMC the time “t” is a local quantity for each particle. For simple systems
like the example of adsorption—desorption process on a surface used by Fichthron et al.
[26] most of the processes taking place in the system have similar migration energies.
Therefore, the At (given by the BKL algorithm) for the processes is a statistical
distribution ( similar order of magnitude). Then, with the kind of time increment

scheme presented above one can find a statistical “average time” or the “global time”
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for the system. Whereas, for a system having very different migration energies leading
to several orders of magnitude difference in A ¢, it is not possible to define something like
a “global time” of the system. This is one of the major drawbacks of the KMC scheme.
We take a simple example of the hydrogen atom diffusion in graphite. There are two
kinds of jumps a hydrogen atom can make while diffusing on the internal porosity of
the graphite, namely diffusion along the internal porosity (migration energy 0.9 eV)
and diffusion across the voids (migration energy 1.91 €V). The parametrization of these
processes is presented later in this chapter. Fig. 2.2(a) shows the spread of the At for

these two processes at 500 K.

(a) (b)
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Number of jump Index of hydrogen atom

Figure 2.2: Figure showing (a): the spread of At for different jumps of the hydrogen atom at 500
K and (b): Real time distribution of different hydrogen atoms after 10° BKL steps.

Fig. 2.2(b) shows the time of different hydrogen atoms after 10° BKL steps and
clearly demonstrates the inability to define a “global time” for the kind of system
we intend to study where the migration energies vary from 0.0147 eV (hydrogen atom
diffusion within the crystallites) to 4.45 eV (dissociation energy of a hydrogen molecule).

As a consequence , time is a local property for each particle in KMC.

2.3 MonteCarlo-Diffusion

The N body diffusion equation is given by

on

— =V(DVn)+ S (2.5)
ot

where n is the density, D is the diffusion coefficient of the particles, ¢ is the time

variable, S are the sources or sinks in the system, and V stands for the gradient in
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3 dimensions. n is determined by the distribution of the N atoms in the simulation
volume. The diffusion can be represented as a random walk of N particles with the

jump size given by

Ar=+v2 D At ¢ (2.6)

where At is the time step and ( is sampled from a random number distribution satis-
fying < ¢ > = 0 and < ¢2 > = 1. This representation is valid for % >> /2 D At
[1]. The time step At is decided within the KMC scheme.

2.4 Implementation of ion flux

A continuous influx of hydrogen atoms determined by the flux of the ion beam was

implemented.

AN=¢ xAt x L, x L, (2.7)

where ¢ is the incident flux and L,, L, are the system dimensions in X and Y
direction respectively. Eqn. 2.7 gives the number of particles introduced into the
system (AN) in time At at the surface (z — 0). The time step At is decided within
the KMC scheme.

2.5 Generation of the 3D porous graphite geometry

An algorithm similar to the one proposed by Graziani [27] was used to create a 3D
rectilinear parallelopiped with a specified void fraction and sub structures having ran-
dom shapes separated by voids. For a given volume, a Poisson distribution was used
to specify the size of a crystallite element that has a random shape, orientation and
a mean width denoted by the element size. These elements are created by populat-
ing basic blocks called cells. The smoothness of the element depends on the cell size.
After each populating event the remaining void fraction is checked and the process
is repeated if the void fraction is equal to that specified. For more details about the

algorithm used for generating the porous structure see [1].

For example a porous structure of 3x 107" m, 3x 10" m, 1 x 10 "m in X, Y and Z

direction respectively, representing a typical granule with periodic boundary conditions
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Figure 2.3: The porous structure of graphite. Light yellow color: bulk, grey: surface and white:
void. The red line shows the random walk trajectory of a hydrogen atom.

in X and Y direction was created. The basic cell size was 1 x 107%m. The graphite

sample was composed of the combination of the two kinds of voids

(i) smaller voids of size 1 x 107™2m, 1 x 1078m, 1 x 10~8m (11 %)

(ii) larger voids of size 1 x 1078 m, 1.8 x 1078 m, 1.8 x 107 %m (5 %)

in X, Y and Z directions respectively. Fig. 3.3 shows a cut of the porous graphite
structure specified above. The random walk trajectory of a diffusing hydrogen is also

shown in the 3D view.
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2.6 Recap

The main computational methods which are used in the model to simulate the reactive

diffusive transport of hydrogen in graphite have been described. A tool has been
developed that can generate a 3D porous structure with a given void fraction and void
size. It will help us to study the reactive diffusive transport of hydrogen in graphite

and the effect of the internal structure on it.



Chapter 3

Multi—Scale Scheme

Multi-scale modeling and computation has recently become one of the most active
research areas in applied science. With rapidly growing computing power, we are in-
creasingly more capable of modeling the details of physical processes. Nevertheless we
still face the challenge that the phenomena of interest are often the result of strong
interaction between multiple spatial and temporal scales, and the physical processes

are described by radically different models at different scales.

In order to understand this let us take example of the problem being addressed
here, i.e. reactive—diffusive transport of hydrogen in porous graphite. The graphite
used in fusion devices consists of granules (typically 1-10 micrometer) separated by
voids which are typically a fraction of a micrometer. The granules consist of graphitic
micro-crystallites of size 10-100 nm separated by micro-voids which are typically one
nm |11, 12|. The existence of such large variations in length scales of sub—structures
coupled with the wide range of possible atomistic processes (Chapter 1) makes the
study of hydrogen transport and inventory (or complementing this, the formation of

hydrocarbons and their transport) in graphite a non—trivial exercise.

In the present work following nomenclature have been used for different length

scales:
e micro—scales: void size < 2 x 107 m and system dimension of several 10~ m.
e meso—scales: void size < 10 x 107? m and system dimension of several 10~7 m.

e macro—scales: void size > 50 x 102 m and system dimension of several 107 m.
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Kinetic Monte Carle in voids
Monte Carlo Diffusion in granules

Porous geometry

h
Molecular dynamics ~ Graphene plane

Figure 3.1: Multi scale schematic.

Many detailed macroscopic models have been proposed to study hydrogen isotope
inventory and transport in porous graphite [28, 29, 30, 31] and hydrocarbon formation
and transport in graphite [5|. These models use rate constants for transport from ex-

periments |32, 33, 34, 16, 35, 36|, some of which still need theoretical explanations and
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lacks the micro-structural information that gives us the understanding of the micro-
scopic mechanisms which eventually contributes to the macroscopic behavior. There
exists many microscopic models [37, 38, 39, 40| using MD with either empirical poten-
tials or density functional theory and they give insight into the microscopic mechanisms
studied in graphite. These microscopic models allows us to probe the detailed atomistic
mechanisms. However, the length and time scales of interest are often far beyond what
a full atomistic computation can reach. This is where multi scale modeling comes into
play. The idea is to use the insights gained from the microscopic models for modeling
the transport at the meso—scale and further at the macro—scale in order to understand
the physical processes contributing to macroscopic transport. By using this philosophy
of multi—scale modeling, one is able to develop numerical tools that takes into account
the physics happening at the micro—scale and the efficiency that is comparable to the

macroscopic models.

Warrier et al. [1] have modeled hydrogen isotope diffusion in pure, crystal graphite
using MD at micro scales (2.5 nm,1071° 5) and consistently parametrized the MD
results within a KMC scheme [40]. A 3D, porous, granule structure was constructed
using statistical distributions for crystallite dimensions and crystallite orientations for a
specified micro void fraction. The KMC scheme was extended to include trapping and
detrapping at the crystallite-micro—void interface in the 3D porous granule structure
to simulate trans—granular—diffusion (TGD) in the meso—scales (1077 —107¢ m, several
ms) [41] using the results from micro scale modeling and from experiments ([42] and
references therein). Later, this concept was extended in the simulations to the macro-

scales (1 cm, up to a few s), thereby having a truly multi-scale capability.[43].

In the present work, the model proposed by Warrier et al. [1| was extended. The

following features have been added to the existing model

(i) Introduction of molecular species. This implies the inclusion of the following
reactions
e recombination
e dissociation

e trapping (based on predefined trap site distribution or trapping probability)
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(ii) implementation of a continuous influx of hydrogen atoms determined by the flux

of the ion beam

(iii) implementation of the model for the chemical erosion based on the Kiippers—Hopf
cycle [44].

The above mentioned features added to the model changes the characteristics of

the code from a “trace atom diffusion” code to a “reactive—diffusive” code.

3.1 Parametrization of the processes

All the processes taking place in the system have been parametrized for KMC, in terms
of the jump attempt frequency w?, the migration energy EJ , and the jump distance L,
[1]. The jump distance L, corresponds to the distance jumped by an atom or molecule
in a specified direction after overcoming the j* energy barrier with migration energy
EJ.. The input parameters have been taken from molecular dynamics simulations and
experiments. Various processes which have been included in the simulations for the
hydrogen recycling problem are described. A two region model is implemented distin-
guishing for atoms or molecule transport processes within the bulk and surface region
on the graphite crystallites. Hydrogen atoms and molecules within the crystallites and
in the voids are treated as different species and have different transport behavior due

to the fact that they experience different chemical surroundings.

3.1.1 Hydrogen atoms

In the present model following processes have been included for the hydrogen atoms
(see also [11, 29])

e Diffusion within the crystallites

Surface diffusion

Trapping-detrapping

Going into the bulk

Desorption

Recombination
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Diffusion within the crystallites

Chiu and Haasz [45] found that there exist two different diffusion channels for the hy-
drogen transport in the crystallites, with different migration energies and pre factors.
They speculated that this was due to the diffusion of hydrogen atoms along graphite
planes within the crystallites at low temperatures (<500 K), whereas at higher tem-
peratures (>500 K) diffusion (perhaps through defects) could occur perpendicular to
the planes. They observed a difference in the release of HD molecules when a pseudo—
monocrystal graphite, preimplanted with 1 keV D", was bombarded with 10 keV H™
perpendicular or parallel to the graphite planes. This indicates an inhibited diffusion
across the planes, but a free diffusion along the planes at room temperature. The MD
studies by Warrier |1] reveals that two channels do exist but there is no diffusion across
the graphene layers and the diffusion is isotropic in the plane of the graphene layers.
Phonon vibrations of the graphene layers show a large amplitude at higher tempera-
tures (>450 K). This allows the hydrogen interstitials to sneak through the large open-
ings between the graphene layers and by interaction with the phonons, allowing longer
jumps. Atoms in the crystallites can have either short (0.015 €V, 0.38 nm, 6.8-10'% s71)
or long (0.269 €V,0.1 nm,2.74 - 10'3 s71) jumps [1].

Surface diffusion

Causey et. al. studied the retention of deuterium and tritium in graphite (POCO
AXF 5Q) using the nuclear analysis reaction (NRA) technique. Three temperature
regimes were studied separately in order to understand the processes which get domi-
nant around those specific temperatures. At 500 K and below, plasma exposure results
in the saturation of the implant region and very high surface coverage. The overall
retention in this temperature range is limited because the hydrogen isotopes are prac-
tically immobile, both on the surface and in the grains. For temperature between 500
K and 1000 K, hydrogen isotopes become mobile and start diffusing along the pore
surfaces, reaching deep into the sample. Above 1000 K, hydrogen isotopes begin to
enter the graphite grains and occupy the high energy traps. Studies using the BET!
adsorption technique proved that most of the internal porosity of the sample was in-
terconnected. The surface diffusion coefficient calculated from the diffusion profiles at
573 K and 773 K was found to be D = 1.2exp(—0.9eV/kT) cm?/s.

la gas adsorption technique devised by Brunauer, Emmett and Teller (BET) to measure the specific
surface areas of the materials.
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Figure 3.2: Sketch of the different diffusion channels of the hydrogen atoms.

In the present simulations the activation energy for the surface diffusion is taken to be
0.9 eV with a jump attempt frequency of 10'3 s=! (typical phonon frequency). Diffusion
coefficients are usually published [15, 42| in the form

—Em

D = D,eFs T (3.1)

with units of length?/second, D is the diffusion coefficient and D, is called the pre-
factor of the diffusion coefficient. Within the trapping-detrapping limited diffusion
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regime, this can be interpreted as

—Em

D = w,[*ets T, (3.2)

The physical meaning of D, is obvious from eqn.3.1 and eqn.3.2. It is the product of
the number of jump attempts to detrap, w,, and the square of the length jumped, L2,
after a detrapping event [1]. So a jump length of 34.64 A was used to match the surface
diffusion coefficient of D = 1.2 exp(—0.9eV/kT) ¢m?/s. This jump length of 34.64 A
is the maximum distance that can be covered by a hydrogen isotope diffusing along
the internal porosity of the sample. However the actual distance covered depends on

the details of the local internal structure where the atom is present.

Detrapping

The atoms diffusing along the internal porosity can get trapped at the trapping sites
(open carbon bonds). It is estimated that the trap site concentrations within the bulk
graphite are of the order 1072 to 107 per C atom [46, 15]. Graphites exposed to fusion
edge plasmas also get damaged by the incident energetic ions and neutrals from the
plasma and this causes a high density of trap sites within the range of penetration of
the incident ions (|29, 46| and references therein). The trapping event is not a ther-
mally activated process [29]. In the present work two possible ways for an atom to get
trapped have been investigated. One possibility is to distribute a predefined number
of trap sites and treat trapping as a recombination event between a solute hydrogen
atom and a trap site. The other possibility is to define a trapping probability and
whenever an atom jumps along the surface it has some probability to get trapped. The
trapped atoms can get detrapped with a jump attempt frequency of ~ 1 x 10 s—1
and a detrapping energy between 2.6 and 4.3 eV [42].

Kanashenko et al. [47] and Chernikov et al. |48] have suggested that two kinds of
trapping sites exist in graphite, a low energy site (2.3 V) and a high energy site (4.4
eV). The low energy sites corresponds to 'usual C atoms at the edge of crystallite’ due
to their energy, and the high—energy sites correspond to ’submicroscopic interstitial
clusters’. The concentration of low—energy trapping sites should be much higher in
graphite, on the other hand, the number of high energy trapping sites increases with
the energetic ion or neutron irradiation of the graphite sample. However they concluded

that the major contribution to the trapping comes from the trapping sites present at
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the edge surface of the crystallites. Later these values were verified by the desorption
experiments by Atsumi et al. [49]. The jump length of 0.3 nm was chosen in order to

match the reported diffusion coefficient in the trapping detrapping limited regime [1].

Going into the bulk

At low temperatures (< 1000 K) hydrogen atoms adsorbed on the granule-void interface
diffuse along the granule surface and thus can penetrate much beyond the implanta-
tion range. As the temperature increases the hydrogen atoms starts entering into the
granules. Federici et al. calculated the energy needed for an atom to enter into the
granules using their theoretical model TTPO [30]. The energy required to enter into the
granule (£4) depends on the adsorption energy of a Hy molecule (E,), the desorption
energy of a Hy molecule (Ep), the solution energy of the atom (Fy) and the diffusion

energy of the atom (F;). Using the relation
EA:@_‘_EC[_%_‘_ES (3.3)

2 2

gives /4 ~ 2.67 eV. In terms of KMC this process has an energy barrier, a jump
attempt frequency and a jump length of 2.67 eV, 0.3 nm and 1.0 x 10'3 57! respectively.

Desorption

The hydrogen atoms which are adsorbed on the normal graphite lattice can be des-
orbed from the surface via thermal desorption process. Ashida et al. [50] found the
desorption energy of hydrogen isotopes from pyrolytic samples using thermal desorption
spectroscopy (TDS). It was found to be 1.91 eV for the three isotopes of hydrogen. The
desorption process obeys a second order kinetics, indicating that the rate determining
step is the surface recombination reaction of hydrogen atoms. In terms of the KMC
parametrization, the jump attempt frequency of 1 x 102 s~! and the jump length of

0.2 nm was chosen.

Recombination

A hydrogen atom diffuses along the internal porosity and after coming closer than a
certain cutoff distance to another hydrogen atom adsorbed at the surface, they can
recombine to form a hydrogen molecule. A solute hydrogen atom can also recombine

with a trapped hydrogen atom to form a trapped hydrogen molecule. A Smoluchowski
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Figure 3.3: Sketch of the different kinds of jumps and events possible for the hydrogen atoms and
molecules.

boundary condition [51| is used to model specie recombination in the code. This is
achieved by checking the distance of hydrogen atoms. If the distance between two
hydrogen atoms gets smaller than a certain distance r, they recombine to form hydro-
gen molecules. This is equivalent to having a step potential well for interaction of the
species at a radial distance r,. Such boundary condition is valid for the cases with
strong binding energies (like hydrogen recombination or hydrogen trapped at the open
bond site) where reflection becomes a rare event once the atom gets closer than a cutoff
distance |52].

However Haasz et al. [29] treated recombination as thermally activated process and

have parametrized it using the classical equation for recombination
Kes = STAGRN,. (3.4)

where kg is the recombination coefficient, A, is the surface diffusion coefficient,
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N, is the atomic density of the graphite crystallites (of the order of 10%° C'/m?) and
R, is the radius of recombination. Deusing et al. |53| reported Rz ~ 0.2 nm. Even
though in the KMC parametrization presented here recombination was not treated as
a thermally activated process, temperature dependence on recombination rates comes

through the diffusion coefficient of atoms, which is temperature dependent.

It has been observed that the recombination rate depends on the internal structure
of the sample and is facilitated by the higher internal porosity, along which the atoms
can diffuse and eventually recombine to form molecules. Eq. 3.4 does not include any
dependence of the recombination rate on the internal structure of the sample. In the
present work the recombination process was parametrized for a given internal structure
of the sample at the meso—scale and was used as an input parameter for scaling up to

macro scale.

As mentioned above, there is no “global time” for the present system in KMC
ansatz and time is a local property for each particle. Therefore, in order to quantify
the recombination rate, each particle is followed and assigned a local time separately
(adding At to the local time of this particular particle every time it makes a jump).
When a recombination event takes place the maximum of the times of the two recom-
bining particles is taken (¢,ecoms., the time spent by the particle in the system before
it recombines). The quantity 1/t ccomp. gives the recombination rate for one recombi-
nation event. Similar procedure is followed for the other recombination events too and
finally an average is taken of all 1/t,ccomp.’s. This quantity was used as the average

recombination rate.

3.1.2 Hydrogen molecules

The different processes for hydrogen molecules considered in the model are

Diffusion

Dissociation

Desorption

Detrapping
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Diffusion

Diffusion of hydrogen atoms within the crystallites leads to recombination events and
hydrogen molecules are formed. The inter-layer spacing between two graphene planes
is ~ 0.335 nm, therefore, due to the size of the Hy molecules, their diffusion withing
the crystallites is extremely slow. In KMC a very high migration energy (4.06 eV)
is chosen for this process. The jump frequency and jump length for this process are

1 x 10 s~ and 0.1 nm.

The hydrogen atoms diffusing along the crystallite-microvoid interface (CMI, at
mesoscales) or along the granule void interface (at macroscales) form molecules and
the resulting molecules can diffuse very easily due to the presence of large voids. This
is due to the fact that the material is subjected to a high level of radiation damage,
which results in the formation of a complicated network of different carbon carbon and
carbon hydrogen bonds. This network might well contain open paths to the surface on
a sub-nanometer scale, which render possible a fast out-diffusion of molecules [54|. The
hydrogen molecule diffusion was assumed to be very fast (above room temperature),
which is supported by the immediate drop of the Hy re emission signal when a H™
beam is turned off [29]|. So for the hydrogen molecules to jump through the voids the
KMC parameters are 0.06 eV, 0.2 nm and 1.0 x 10'3 s,

Dissociation

The energy needed for the dissociation of a hydrogen molecule in graphite is around
4.48 eV |49]. The jump attempt frequency is 1.0 x 10'* s~ and a jump distance of 0.2

nm is used. Due to the very high energy barrier this process is less probable.

Desorption

Due to the fact that a hydrogen molecule is a chemically inactive specie the desorption
process is considered to have no energy barrier. So, as soon as a diffusing hydrogen

molecule reaches the geometrical surface, it is released.

Detrapping

The solute hydrogen atoms diffusing along the inner surface may get trapped at the

crystallite edges. A trapped hydrogen atom having another trapped hydrogen atom
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in the close vicinity (within the recombination radius of the trapped atom) have been
identified as a specie consisting of two trapped hydrogen atoms close enough to form
a hydrogen molecule. The energy needed to detrap two hydrogen atoms to produce
a hydrogen molecule is estimated to be 4.4 eV, however Atsumi et al. [55] proposed
that the carbon atoms at the edge surface in the ordered graphite structure induces
a relaxation between neighboring atoms, thus reducing the activation energy for de-
trapping of a hydrogen molecule to 2.3 eV. After the detrapping process the resulting
solute hydrogen molecule can diffuse through the inner porosity and get desorbed. In
the presented model, for this process the migration energy of 2.3 eV, jump frequency

of 1.0 x 10" 57! and jump length of 0.4 nm is used.

Within the KMC ansatz, all attractive potentials were considered as traps, be it
either covalent bonding or adsorption. Therefore, the term trap was loosely used for
even adsorption events. The energy for an atom to (i) detrap, (ii) dissociate or (iii)
desorb was referred to the migration energy. This was because any of these events

leads to a migration of the trapped atom.

The present model simulates the reactive diffusive transport of the thermalized hy-
drogen in graphite. The collisional cascade effects were taken into account by using a
depth distribution corresponding to the range of the incident ions as calculated with
TRIM.

3.2 Recap

All the atomistic processes needed to describe the hydrogen transport in porous graphite
have been identified. The information gained from MD studies and experimental
database have been used to parametrize the atomistic processes in terms of the KMC
parameters w?, FJ and L7. Using these, one has a 3D model which is capable of simu-

lating the reactive—diffusive transport of hydrogen at multiple length and time scales.

In the next chapter the code developed here is benchmarked with respect to the
experiments and the model is applied to understand different factors affecting the

hydrogen retention and release from porous graphite sample. These are two of the
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main questions to be addressed for studies of interaction of hydrogen plasmas with
carbon. After having answered these two questions we can proceed to study the isotope

exchange and chemical erosion problem.
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Multi—Scale Scheme




Chapter 4

Hydrogen retention and release from

porous graphite

The understanding of retention and release processes of hydrogen and its isotopes in
graphites and carbon based materials is essential to plasma density control and tri-
tium inventory considerations in ITER. Various studies and experimental databases to
understand the hydrogen retention and release from graphite can be classified into two
regimes. First, ion beam experiments, which are carried out using energetic ion beams
having energies and fluxes of the order of few keV and 10'%ions/m?/s respectively.
Second, tokamak experiments where the ion energies close to the divertor region are a
few eV to a few hundreds eV and the ion fluxes are very high ~ 102! — 10**i0ns/m?/s.
Both of the scenarios have been studied in the simulations presented here. The differ-
ent conditions make extrapolation of beam scenarios to fusion devices very problematic

and modeling allows to overcome these problems.

In this chapter the multi scale model presented before (chapter 3) has been vali-
dated against the well diagnosed ion—beam experiment performed to study the plasma—
surface interaction at KFA Jiilich [56]. The validated model can then be used to extrap-
olate and analyze the hydrogen transport in fusion conditions. The hydrogen retention
and release behavior from porous graphite sample has been presented for the ion-beam
regime. Various factors affecting retention and release of hydrogen from graphite have
been studied. Tt is shown that the internal structure of the graphite (void fraction,
void size and void orientation), the energy of the incident hydrogen ion beam and the

flux play major roles in retention and release behavior.
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4.1 Validation of the model

For validating our model, an experiment used to study the plasma surface interac-
tion at KFA Jiilich [56] was simulated. Graphite samples were bombarded by a 3
keV H3 ion beam at normal incidence. The ion beam had a fluence of 10'® H/cm?.
Re-emitted particles were directly detected by a two—stage differentially pumped line—
of sight quadrupole mass spectrometer. Several data points were presented for each
temperature in order to document the scatter in the data. The material chosen in
the experiment was EK98 ( Ringsdorff, FRG), an isotropic, porous, fine grain graphite
with the density 1.85 g/cm?3. This gives an estimate of the void fraction of about 12%
(density of standard graphite is about 2.09 2.23 g/cm?).

The number of hydrogen atoms and trap sites were specified according to a Gaus-
sian profile based on the energy of the ion beam simulated and then the evolution of the
system was followed. The amount of hydrogen released and retained in the sample was
calculated. From the released amount of hydrogen the fraction of hydrogen released
in the form of atoms and molecules were calculated. This quantity is very important
to know because in experiments, flux of the re—entering hydrogen particles is derived

from the relative fraction of the hydrogen released as atoms and molecules.

4.2 Setting up the simulation

It was shown by Warrier [1] that the diffusion coefficient of the hydrogen depends on
the internal structure of graphite, viz, void—size and void—fraction, which implies that
the internal structure of the graphite plays a major role in the retention and release
behavior (shown later in this chapter). Therefore, a parameter scan over different
geometries of the graphite was done and it was found that the following geometrical
configuration gives the best agreement with the experiment. The basic cell size was 0.5
nm. The graphite sample chosen for this case was a cube of 100 nm x 100 nm x 100nm
having a void fraction ~ 10% and a void size 1 nm x 10 nm x 10 nm in x, y and 7

directions, respectively. The geometrical surface lies at z = 0.

The typical ion beam energies considered in the simulation spans from 1-3 keV.

The profile of the ions as given by TRIM calculations was approximated to a Gaussian
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distribution with a range of penetration of 27.5 to 59.0 nm and a standard deviation
of 8.0 to 12.0 nm along the z-direction. The full width at half maximum of the
distribution is 16.0 to 24.0 nm. Initially 2000 hydrogen atoms were distributed in the
system. The basic cell size was 0.5 nm. This implies that an ion beam having an
energy of 1 keV was centered around the 55 cell from the surface covering around
16 cells on both sides. Due to the short mean free path of hydrogen atoms (fraction
of a nanometer) it was sufficient to concentrate on the transport mechanisms in the
trans—granular level (within one granule with dimensions about 100 nm or 200 cells
in z—direction) for retention and release studies. A Poisson distribution was used to
create the geometry and there were closed as well as open pores in the sample. Closed
pores are the voids which are not directly connected to the surface, whereas open pores

are directly connected to the surface.

4.3 Results

Fig. 4.1 shows the released amount of hydrogen as a function of temperature. From
the total released amount the fraction contributed by atoms and molecules is plotted
on the Y-axis. Out of 2000 hydrogen atoms distributed initially in the sample around
10% hydrogen is released at 900 K, increasing to 70% at 1500 K and finally saturating
around 87% at 2100 K. The released amount of hydrogen at different temperatures
can be found from the corresponding retention curve (Fig. 4.2). The hydrogen release
curve follows the experimental results of [56] and the model calculation of [29], i.e. the
released flux is mainly molecular hydrogen at lower temperatures and atomic hydrogen

at higher temperatures.

At lower temperatures (< 700 K), the desorption energy of the hydrogen atoms is
too high (1.9 eV') for H atom release. However, it diffuses along the surface (migration
energy 0.9 V') and recombines to form hydrogen molecules. These molecules have a
very low desorption energy (0.06 eV') and almost immediately diffuse to the surface and
are thermally released. As the temperature increases, H atomic desorption from the
internal surfaces also becomes an important process and we begin to observe atomic
hydrogen release too. Since atomic hydrogen release occurs, there are lesser hydrogen
atoms available for molecule formation and this results in a fall of molecular hydrogen

release at higher temperatures.
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Figure 4.1: Released amount of hydrogen atoms and molecules. Lines: model calculations from
present work (1: H atom, 2: Hs molecule), points: data obtained from experiments, ref. [56](3: H
atom, 4: Hy molecule). The fluence in the present work was 2 x 10*® H/em? and in the experiment of
Franzen et al. (ref. [56]) was 6 x 10'® H/em?2. Out of 2000 hydrogen atoms distributed initially in the
sample around 10% hydrogen is relesed at 900 K, increasing to 70% at 1500 K and finally saturating
around 87% at 2100 K.

The released flux depends on the competition between diffusion, recombination and
trapping—detrapping which further depends on the internal structure of the graphite.
Graphite samples having different internal structure offer different amounts of inner
surface area, which determines the amount of passage offered to hydrogen atom for
diffusion towards the real surface or deep into the bulk and thus affect release and
retention behavior, respectively. The inner surface area of the sample also determines
the recombination and trapping probability. The higher the inner surface area offered

by the sample, the higher is the probability for recombination or trapping.

The temperature at which both atomic and molecular hydrogen are released in
equal amount (Tsgy) is shifted about 200 K towards lower temperatures in our results
compared to experiment. This is due to the fact that the amount of released atoms
or molecules depend on the incoming flux. This shift was explained earlier already
by Haasz et al. [29] and is due to the different flux value in our calculation (see fig-
ure caption 4.1). The released flux is basically determined by the competition of the
second—order process of recombination with the first—order process of atomic hydrogen

diffusion and release. In our simulation it was observed that with increasing the initial
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number of hydrogen atoms in the system, Tsgy shifts towards higher temperatures
and considerable amount of about 20 — 30% of the released hydrogen is released in
molecular form even at higher temperatures. This point is discussed later, when we

present the analysis of the dependence of the incident flux on the release characteristics.

The retention of hydrogen in graphite is not limited to the ion implantation range.
Due to the diffusion of the implanted hydrogen along the internal porosity surfaces,
hydrogen can penetrate deep inside the bulk well beyond the implantation zone. A
graphite sample exposed to a hydrogen ion beam retained all of the incident ion and

no saturation was observed till about 10'7 H™ /em? [57].
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Figure 4.2: Amount of retained hydrogen as a function of temperature for different fluences. Data
obtained in this work (curvel, 1 keV, 2 x 103 H/em?) is compared with the retention data reported
by Braun et al. [58] (curve 2, 20 keV, 8 x 1016 D% ions/cm?), Sawicki et al. [59] (curve 3, 40 keV,
5 x 101 HT ions/cm?), Doyle et al. [60] (curve 4, 1.5 keV, 1016 DTions/em?), Scherzer et al. [61]
(curve 5, 1.5 keV, 5 x 1017 D*ions/cm?), Braun et al. [58] (curve 6, 20 keV, 9 x 10'® D*ions/em?)
and Langley et al. [62] (curve 7, 8 keV, 10'® D atoms/cm?).

3

It was shown that the retained amount of hydrogen in graphite depends on the
temperature of the sample, the fluence of the ion beam and the type of graphite used.
Fig. 4.2 shows the retained amount of hydrogen as a function of temperature. Results
from other references [59, 58, 60, 61, 62| are also presented for comparison. At lower
temperatures, the retention is practically 100% and as the temperatures increases, hy-
drogen is released and the retained amount reduces to about 5%. As discussed before,

at lower temperatures, practically all the hydrogen present in the sample is in the form
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of trapped hydrogen and the probability of a detrapping event is very low. Even if
some detrapping event takes place the resulting solute hydrogen atom gets re-trapped
in its course of diffusion and therefore most of the hydrogen is retained in the sample
and nothing is released. Whereas at higher temperatures the detrapping starts and the
diffusion coefficient of hydrogen also increases. This high mobility of atoms leads to

higher desorption and lower retention values.

As observed by Sawicki et al. [59], the retention characteristics depend strongly
on the incident fluence and follows a regular trend. At a given temperature, for low
fluences, the concentration of atomic hydrogen on the inner surfaces is lower. Therefore
the recombination probability decreases. This gives rise to a reduced molecular hydro-
gen formation and lower desorption i.e. higher retention levels. Also, the longer the
duration of the bombardment (higher fluence) the more time is available for hydrogen
to diffuse. Consequently, the probability of an out-diffusing hydrogen atom to be re-

leased or recombine is higher which leads to higher desorption i.e lower retention levels.

Other parameters like internal structure, trapsite density, energy of the incident ion
beam, also affect retention and release of hydrogen from graphite and it is a difficult
task to identify the effect of those experimentally. The simulations offers a much easier

tool for this. For this reason, different sensitivity studies were performed.

4.3.1 Effect of the range of penetration of incident ion beam

Fig. 4.3 shows the effect of the ranges of penetration on the hydrogen release behavior.
Ion beams with ranges of penetration of 27.7 nm (energy ~ 1 keV), 37.5 nm (energy ~
1.7 keV) and 47.5 nm (energy ~ 2.4 keV) were used. The retained amount for all these
simulation cases are given in Fig. 4.4 and one can find for each temperature the exact

amount of hydrogen released from the retained amount (100 % — retained amount %).

The results agree well with those of Haasz et al. [29]. It is seen that as the en-
ergy of the incident ion beam is increased (which also means an increase in range of
penetration) a larger fraction of hydrogen is released in molecular form than in atomic
form. The higher the energy of the incident ion beam, the deeper it can penetrate.

This results in a higher probability for atoms to recombine on an inner surface before
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Figure 4.3: Released amount of hydrogen atoms and molecules as a function of temperature for
different depths of penetration. Curve (1,2), (3,4) and (5,6) represents (H, Hz) for ion range of 27.5
nm, 37.5 nm and 47.5 nm respectively.

they reach the real surface due to increased diffusion paths, thereby increasing the

possibility of molecule formation.

Also, the temperature at which both atomic and molecular hydrogen are released
in equal amount (Tjyqy) is lower for an ion beam with a low range of penetration and
the release of hydrogen in atomic form starts at lower temperatures. The closer the
hydrogen atoms are distributed with respect to the real surface of hydrogen the easier
it is for them to diffuse out and to reach the real surface without being trapped and
recombined. The hydrogen release characteristics are governed by the competition be-

tween trapping-detrapping, recombination and desorption.

Fig. 4.4 shows that the net level of retention is higher in the case of an ion beam with
higher energy as the specimen temperature is increased. This is expected, because the
deeper the ions penetrate until thermalization, the higher is the probability of getting
trapped at trapping sites available at the CMI (Crystallite Micro-Void Interface) before
reaching the real surface for release leading to higher retention levels. This figure is

consistent with Fig. 4.3.
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Figure 4.4: Amount of retained hydrogen as a function of temperature for different depths of pene-
tration.

4.3.2 Effect of incident flux

Fig. 4.5 shows the effect of the incident flux on the re-emission behavior of hydrogen.
The temperature at which both atomic and molecular hydrogen are released in equal
amount (Tsog) shifts towards higher temperatures by increasing the flux and a large
fraction of molecules are released even at higher temperatures. With increasing flux,
the density of trapped and mobile hydrogen atoms on the inner surfaces increases.
This gives rise to higher recombination probability and reduces the probability of a
diffusing hydrogen atom to be released in atomic form. Even at very high temperatures,
detrapping takes place, however, due to the very high probability of being recombined,
the hydrogen release in atomic form is less probable as compared to cases with lower
fluxes where due to lower densities of hydrogen atoms on inner surfaces the probability

of being trapped or recombined is smaller.

4.3.3 Effect of trap site density

Two possible ways for an hydrogen atom to get trapped had been investigated. In the
first case a predefined number of trap sites were distributed and trapping was treated
as a recombination event between a solute hydrogen atom and a trap site. Three
runs were carried out with a trap density varying from 1.5 to 2.5x10'3 trap sites/cm?.
There were more trapped hydrogen atoms in case of the higher trap density but neither

the retained nor the released amount of hydrogen was influenced.
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Figure 4.6: Re emitted amount of hydrogen atoms and molecules for samples having different trap-

ping probabilities (TP).

In the second case a trapping probability was defined and whenever an atom jumped

along the surface it had some probability to get trapped. Fig. 4.6 shows the effect of

the trapping probability on hydrogen release behavior. Increasing the trapping proba-

bility gives rise to more trapped hydrogen atoms. At higher temperature (> 1000 K),
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a lot of trapped hydrogen atoms have enough thermal energy that is needed for the
detrapping, but after detrapping, for the case with higher trapping probability they
get re-trapped before reaching the geometrical surface. Therefore, Ty shifts towards

higher temperatures for samples having higher trapping probability.

The model developed here can be used for the fusion conditions also. For a given
kind of co—deposited layer one can calculate the number of active carbon sites which
act as trapsites. This gives us a rough estimate of the trapping probability and using
the way trapping is handled above, we can simulate co deposited layer collected from
different parts of the fusion machine. One example of such an application is presented

in the next chapter.

4.3.4 Effect of the void orientation

A porous graphite sample having 10% void fraction with void size 1 nm x 10 nm x 10 nm
(case 1 : offers ~ 24.5% internal surface area ) in X, Y and Z directions respectively was
prepared. In order to check the effect of orientation of the voids, another sample was
prepared with similar configuration, but in this case void size was 10nm x10nm x 1 nm

(case 2 : offers ~ 45.5% internal surface area) in X, Y and Z directions respectively.

Fig 4.7 shows the re emission characteristics of micropores for both of the cases.
The diffusion of hydrogen atoms is very fast (0.015 eV or 0.269 €V') within the crys-
tallites, so most of the H-atom remain on the CMI. In case 1, due to the lesser internal
surface area available, the local density of H increases on the internal surfaces and
therefore probability of forming a molecule with another H-atom or getting trapped
at CMI increases and indeed we observed higher number of H, getting re-emitted and
trapped hydrogen. Also, because of the lesser surface area available in case 1, eventu-
ally there are lesser channels through which hydrogen atoms could diffuse and arrive
the real surface and be released that is why we observe higher retention and lower

re emission.

The important thing to be noted here is the shift of Tsoy (temperature at which
both hydrogen atoms and H, molecules are released in equal amount) towards lower

temperature in case 2. This is due to the fact that an out—diffusing hydrogen atom may
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Figure 4.7: Re emitted amount of hydrogen atoms and molecules for samples having different void
orientations. The re-emitted signal for case 1 (1 x 10 x 10 nm? voids) is represented by solid lines and
for case 2 (10 x 10 x 1 nm? voids) by broken lines.

recombine or get trapped before reaching the real surface. If it gets trapped then it
attempts to get detrapped with a temperature dependent probability. During the move-
ment towards the real surface it goes through a series of trapping detrapping events.
The lower the internal surface area is, the higher the probability of getting trapped or
recombined and therefore the higher the frequency of the trapping—detrapping events
needed for an out diffusing hydrogen atom to reach the real surface. Therefore, the
lower the internal surface area is, the higher is the number of detrapping events re-
quired for an hydrogen atom to reach the real surface in atomic form and therefore

Ts509 shifts to higher temperatures in case 2, which has the larger internal surface area.

4.3.5 Effect of the void fraction

A cubic structure of 1 x 10~7 m representing one typical granule was created. 200 x
200 x 200 cells were used with an elementary cell size of 0.5 nm. 2000 H atoms were
uniformly distributed in X-Y at a depth of 3.75 x 107® m along Z with a Gaussian
distribution of width 7.8 x 107% m as calculated from TRIM runs of 1 keV hydrogen
atoms impinging on carbon.

In Fig. 4.8 the re-emitted flux for graphite with void fractions of 5 %, 7 % and 9 %
bombarded with 1 keV hydrogen ions are shown. It is evident that by changing the
void fraction from 5 % to 7 %, Tsoy shifts to higher temperatures.
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Figure 4.8: Re-emitted flux of hydrogen atoms and molecules as a function of temperature for 5 %
(curve 1), 7 % (curve 2) and 9 % (curve 3) voids. The elementary size of a void in all the cases was
5x 1079 m.
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Figure 4.9: Re—emitted fraction of hydrogen atoms and molecules as a function of the void fraction
at 1300 K. The elementary size of the voids was 5 x 1072 m.

Increasing the void fraction to 9 % with constant elementary void size, we observe
that larger amounts of hydrogen molecules are formed. As we increase the void fraction
with same elementary void size we have more voids and lesser bulk elements, where a
possible trapping of the atoms can happen (each bulk element represents one micro-

crystal where at its surface trapping/detrapping can occur). Therefore, more hydrogen
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molecule recombination events can occur and the molecular hydrogen flux increases
(Fig. 4.9).

4.3.6 Effect of the void size

Changing the elementary void size and keeping the void fraction constant, Fig. 4.10
also shows an increase of the re-emitted hydrogen molecular flux with increasing ele-

mentary void size.
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Figure 4.10: Re-emitted flux of hydrogen atoms and molecules as a function of the elementary void
size at 1300 K for a void fraction of 5 %.

In this case, the sample has less internal void surface with increasing elementary
void size (small elementary voids create a large number of small voids, large elementary
voids create a small number of large voids for a fixed void fraction). Therefore, less and
less trapping/detrapping can occur at the void surfaces and more hydrogen molecular

recombination events can happen.

4.4 Recap

The multi-scale model presented previously (chapter 3) was validated against the ion—
beam experiment performed at KFA Jiilich [56]. Tt was used to model the hydrogen
reactive—diffusive transport in porous graphite for ion—beam experiments. Various fac-

tors affecting the retention and release of hydrogen from graphite were analyzed. For
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given ion beam parameters (flux, energy, geometry etc.) the amount of internal sur-
face provided by a graphite sample (which is determined by of void fraction, void size
and void orientation) determined the retention and release behavior of hydrogen. The
void fraction had the most dominant role followed by the void size and then the void

orientation came into play.

Now a model has been developed which can be applied to understand the reten-
tion and release behavior of a given graphite sample present in a fusion machine or an
ion beam experiment environment by varying the parameters like incident flux, trap-
ping probability and internal structure. For instance if one knows the kind of porous
graphite sample existing at a given location (a divertor target tile or a co—deposited
carbon layer), the model can be used in a predictive mode to determine the retention
and release characteristics during off normal events (sudden increase of flux, energy or
surface temperature due to heating etc.). In the next chapter the model has been ap-
plied to study the hydrogen transport in carbon deposits collected from the neutralizer

region of Tore Supra.



Chapter 5

Retention and release from Tore

Supra Co-deposits

Tritium retention is a key issue to be investigated for the next step fusion devices using
carbon walls. Tore Supra offers a unique opportunity to study the steady state parti-
cle balance due to its ability to produce long discharges (>200 s) [63]|. In long pulses,
particle balance gives evidence that a constant fraction of the injected gas (typically
50% of the injected fuel) is retained in the wall for the duration of the shot, showing
no sign of wall saturation after more than 6 minutes of discharge [64]. Extrapolation
of these results for ITER leads to an unacceptable value of tritium retention levels
in the machine. In addition to this, the ratio of D/C in the deposits collected from
Tore Supra (TS) neutralizer deposits is < 1 %. Neither implantation nor co deposition

could explain the constant retention rates observed in TS.

It was speculated that the implantation of the hydrogen followed by the diffusion
through the internal porosity could lead to the penetration and trapping of the hydro-
gen much deeper than expected on the basis of depth of penetration, into the graphite
used as PFC. This gives rise to the need for a better understanding of the transport, re-
tention and re—emission of hydrogen into the co—deposited layers and into the graphite.
The two main mechanisms that can contribute to the hydrogen retention in fusion de-
vices are co deposition and the hydrogen diffusion through the internal porosity of the
graphite used as PFC [65].
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Figure 5.1: Fig. on the upper left is the Scanning electron microscopy micrograph of Tore Supra
deposits collected at the leading edge of the neutralizer (TS-NTR). Transmission electron microscopy
micrographs of TS-NTR thin foils prepared using focused ion beam is presented at the bottom of the
figure [66].

5.1 Structure of Tore Supra co—deposits

Based on the experimental structural analysis [66], the hydrogen retention and re-
emission of the deposits found on the leading edge of the neutralizer (named N-LE)
of Tore Supra was simulated. The typical plasma flux near this region was about
106 — 10'" D*tem 257! and the temperature can reach up to 1500 K. The deposits
were analyzed using adsorption isotherm measurements and electron microscopy. The
incident ion energy near the neutralizer region was typically 50 — 300 eV. The location
of these deposits was in the direct line—of-sight of the plasma (under the toroidal lim-
iter). Fig. 5.1 shows the Scanning Electron Microscopy micrographs of the deposits.
At this location the field lines are almost perpendicular to the surface and the deposited

layers grows in ovoid—shaped structures, elongated along a direction close to that of
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the magnetic field [63].

It was found that the neutralizer deposits show an ovoid shape structure and a
high specific surface area (around 190 m?¢g~!). They consisted of small graphite like
crystallites whose typical sizes were 2 4 nm and 7 9 nm parallel and perpendicular
to the graphene planes respectively. The porosity of these deposits was multi scale in
nature consisting of micropores with typical size lower than 2 nm (~ 11%), mesopores
(typical size between 2 and 50 nm, ~ 5%) and macropores with a typical size more
than 50 nm. Transmission electron microscopy performed on thin foils cut from an
ovoid revealed a regular network of parallel slit-shaped mesopore (size ~ 10 nm) and
macropores (size ~ 100 nm), with a well-defined orientation with respect to the ovoid
axis. It was speculated that the micro-porosity measured by volumetric measurements

could be due to inter—crystallite stacking defects.

The parametrized recombination rate and TGD (Trans-Granular Diffusion) coeffi-
cient for the graphite structure representing Tore Supra deposits at meso—scales (sample
having micropore and mesopores) presented above have been used as input to model

macropores at macro scales.

5.2 Analysis of deposits at meso-scale

5.2.1 Setting up the simulation

At meso—scales, the geometry was implemented in the simulations by creating a porous
structure of 3 x 107"m, 3 x 107" m, 1 x 107" m in X, Y and Z direction respectively,
representing a typical granule with periodic boundary conditions in X and Y direction.
The basic cell size was 1 x 107 m. The graphite sample was composed of micropores
having 11% void fraction with void size 1 x 1072 m, 1 x 1078 m, 1 x 10~® m and meso-
pores having 5% void fraction with void size 1 x 1078m, 1.8 x 1078m, 1.8 x 10~ 8m
in X, Y and Z directions respectively. Out of the total 9 x 10° cells in the simula-
tion box ~ 21% were surface cells. In the work presented here only the analysis of
thermalized hydrogen was done. The ion beam energy considered in the simulation
was 300 eV. The profile of the ions given by TRIM calculations was approximated to
a Gaussian distribution with a range of penetration of 7.5 x 1072 m and a standard

deviation of 6.0 x 107 m along the z—direction. The deposits had 0.75 % active carbon
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sites, therefore, in the simulation, every time an atom jumps, a trapping probability

of 0.0075 was used. Fig 5.2 shows the schematic of the geometry created at meso—scale.

Mesopores Mlcropores

N
T

, I] |
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Figure 5.2: Schematic of the Meso—scale geometry.

In the simulations presented in this chapter a continuous influx of hydrogen atoms

determined by the flux of the ion beam has been implemented.

AN=¢ xAt x L, x L, (5.1)

where ¢ is the incident flux and L, L, is the system dimension in X and Y direction
respectively. Eqn. 2.7 gives the number of particles introduced into the system (AN)
in time At at the surface (z = 0). The time step At is decided within the KMC scheme.
This improvement in the code allows us to understand the effect of the different particles
arriving at different times in the simulation and the effect of this on their diffusion and

recombination processes.
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5.2.2 Results at meso—scale

Fig. 5.3 shows the recombination rate for different incident fluxes from 107 H/m?/s
(ion beam experiments) to 10** H/m?/s (plasma fusion devices) as a function of target
temperature. Note that for the lower fluxes, there is a peak in the recombination rate
and this peak shifts to higher temperatures as the flux increases. It is also seen that

the recombination rate increases with increasing flux. At higher incident fluxes there

is no peak.
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Figure 5.3: Recombination rates from meso scales as a function of temperatures for different incident
fluxes. The flux value for the curves are (1 — 10" H/m?/s, 2— 1020 H/m?/s, 3— 10 H/m?/s,
4— 102 H/m?/s, 5— 10 H/m?/s).

This can be understood as follows: the recombination rate depends on two factors:
(i) it increases with increasing H density in the sample and (ii) it increases with in-
creased diffusion coefficient of H in the sample. It is well known that for a system
of particles if the temperature is increased, they gain energy and starts diffusing out
resulting in decrease of the particles density. At a given incident flux, the density de-
creases with temperature tending to decrease the recombination rate and the diffusion
coefficient increases with temperature tending to increase the recombination rate. The
increase in recombination rate with increase in temperature is due to the higher mo-

bility of the atoms which increases the probability of the meeting of two atoms. This
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balance is what leads to a maximum in the recombination rates as the temperature is
increased. It is obvious that, at a given temperature, the density of H increases with in-
creasing flux just because one introduces more atoms per unit time step in the system.
Therefore at higher fluxes, the diffusion contribution to recombination rate matches the
decreasing density contribution only at higher temperatures and the maxima in the re-
combination rate peak shifts to higher temperatures. At very high fluxes, diffusion does

not affect the recombination rate due to high densities and a maxima does not show up.

Fig. 5.4 shows the effect of the incident flux on the hydrogen retention. At temper-
atures <1000 K, most of the incident flux is retained. At higher temperatures there
is a drop in the retained fraction, with lower fluxes showing the drop at temperatures
lower than those with higher fluxes. As the flux increases, at a given temperature >

1000 K, it is seen that larger fraction of the incident flux is retained.

The main contribution to the retention is hydrogen molecule formation in crys-
tallites. Therefore, recombination rates affect directly retention. The probability of
recombination compared with the probability of other processes that occur (H des-
orption, detrapping, etc.), which at low temperatures have a very low probability of

occurrence, decides the number of recombination events taking place.
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Figure 5.4: Retained amount of hydrogen from meso pores as a function of temperatures for dif-
ferent incident fluxes. The flux value for the curves are (1— 107 H/m?/s, 2— 1020 H/m?/s,
3— 1022 H/m?/s, 4 — 10** H/m?/s).
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At temperatures < 1000 K, the hydrogen densities are high, and there is low prob-
ability of H atomic desorption, detrapping, etc. The H atoms recombine within the
crystallites mainly and these Hs molecule have a high migration energy (4.0 eV) for
diffusion. Due to the size of the hydrogen molecules, their diffusion is difficult within
the crystallites (inter-layer spacing of graphene layers is 3.34 x 10~ m). Therefore one
observes high values of retained fraction. As the temperature increases above 1000 K,
we observe in Fig. 5.3, that at lower fluxes the recombination rates are lower and the
other mechanisms of hydrogen loss (atomic desorption and detrapping, etc) become
equally probable. Therefore at lower incident fluxes one sees lesser retained fraction of

incident flux.

Hydrogen profile

Fig. 5.5 shows the profile of the hydrogen present in different chemical state (adsorbed,
trapped) for different incident fluxes at 1000 K for the meso scales. When the hydrogen
is introduced into the system some of the hydrogen atoms land up in the crystallites
and some of them in the voids. The hydrogen atom diffusion within the crystallites
is very fast and when they reach the crystallite edges they have a certain probability
of being trapped. At low incident flux 1 x 10" H/m?s, due to the very low density
of hydrogen atoms, the recombination probability is small and therefore most of the

hydrogen within the crystallites or on the internal surfaces is trapped.

As the flux increases to 1 x 10?° H/m?s the density of the hydrogen increases and
a significant amount of the hydrogen is present in adsorbed form on the internal sur-
face (0.9 eV). The recombination probability also increases and hydrogen molecules
are formed both within the crystallites and on the internal surfaces. When the flux
is increased further to 1 x 10* H/m?s the density of hydrogen atoms present within
the crystallite planes increases further. There is a high probability that the hydrogen
atom arriving at the crystallite edge meets another trapped hydrogen present within
its recombination distance (0.2 nm). Such a pair of hydrogen atoms has been labeled
as HrppqpHrrep and as explained in chapter 2, needs a migration energy of 2.3 eV to
get detrapped and become a solute hydrogen molecule. Fig. 5.6 shows schematically
the distribution of different hydrogen species for different fluxes. If the flux is increased

further to 1 x 10%* H/m?s the hydrogen profile remains almost self similar.
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Figure 5.5: Profile of hydrogen present in different chemical state along the Z direction for different
fluxes (fig (a): 1 x 1017 H/m?s, (b): 1 x 1020 H/m?s, (c): 1 x 10*2 H/m2s and (d): 1 x 10%* H/m?s,)
at 1000 K. 1 — trapped hydrogen (2.67 eV), 2 — adsorbed hydrogen (0.9 €V), 3 — two trapped
hydrogen atoms close enough to form a molecule (2.3 V), 4 — Hs molecules in the void and 5 — H»
molecules in the crystallites.

5.3 Scaling up to macro-scale

The geometry and the methods used to simulate the hydrogen transport at the macro

scale is shown schematically in Fig 5.7. The atoms at the macropores surfaces are
transported using KMC which also provides the time step At for the simulation. A
Monte—Carlo-Diffusion (MCD) algorithm is implemented for treating the diffusion and
recombination within the granules (containing micropores and mesopores) separated

by macropores.
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Figure 5.6: Schematic of the distribution of different hydrogen species for low and high fluxes.

To simulate TGD of hydrogen atoms in granules, Eqn.2.6 is used. The time step
At is decided within the KMC scheme. The At is used to decide the number of

recombination events that should take place in the time At

Number of recombination events = Recombinationrate (s™') x At. (5.2)

5.3.1 Setting up the simulation

At macro—scales, the geometry was implemented in the simulations by creating a porous

structure of 2x 107 m, 2x107%m, 2x107%m in X, Y and Z direction respectively, with
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Figure 5.7: Schematic of the macro scale geometry.

periodic boundary conditions in X and Y direction. The basic cell size was 1 x 10~8m.
The graphite sample was composed of macropores having 10% void fraction with void
size 1x107"m, 1 x10~"m, 6 x 10~ m. For the hydrogen atom and molecule transport,
KMC was used in the voids and MCD was used in the granules. Fig. 5.8 shows the

void size distribution in X, Y and Z directions created from the simulation.

5.3.2 Results at macro—scale

Fig. 5.9 shows the retained amount of hydrogen at meso scales (sample having micro

pores and meso pores together) and macro scales (sample having macropores) from the
simulations of typical structures corresponding to Tore Supra deposits subjected to flux
of 10%° H/m?/s. Tt must be noted that the fraction of hydrogen retained by micropores
and mesopores till 1600 K is ~ 90% whereas for macropores it is around 60 %. This
implies that the macopores play a dominant role for the release of hydrogen. This

is also intuitive because the large macropores gives an easy access to the geometrical
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Figure 5.8: Void size distribution for the macropores created from the simulation.
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surface. At 2000 K, the retention level drops to zero for mesopores whereas 10 %

hydrogen is still retained in the macropores. This could be possible if some of the

hydrogen which is released from the mesopores get trapped at the macropore surfaces.

This gives rise to an internal inventory (or deposition) on macropore surfaces. This

mechanism might play a very significant role during the chemical sputtering of such

deposits. Hydrocarbons will deposit on the internal surfaces of the macropores. This

will further enhance the tritium retention problem.
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Figure 5.9: Retained amount of hydrogen for mesopores (curve 1) and macropores (curve 2). The

incident flux was 102 H/m?/s.
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Fig. 5.10 shows the hydrogen release behavior for mesopores and macropores. From
the total released amount the fraction contributed by atoms and molecules is plotted
on the Y axis. The retained amount for these two cases are given in Fig. 5.9 and one
can find for each temperature the exact amount of hydrogen released from the retained
amount (100 % — retained amount (%) ). At meso-scales, the hydrogen release curve
follows the experimental results of [56] and the model calculation of [29], i.e. the re-
leased flux is mainly molecular hydrogen at lower temperatures and atomic hydrogen
at higher temperatures. At macro—scales, all the hydrogen atoms which are distributed
on the macropore surfaces, are trapped (high trapping probability of 0.0075) or they
diffuse deep into the bulk. The hydrogen atoms which land up in the granules dif-
fuse within it (MCD, using TGD coefficient) and get recombined to form hydrogen
molecules (determined by the recombination rate calculated at meso—scales). As ex-
plained above, all the hydrogen released as atoms from the mesopores get trapped again
at the macropores surfaces. The hydrogen which is released in the molecular form from
the mesopores, due to its chemical inactivity is able to reach the geometrical surface
and get released from there. Therefore, at macro scales even at very high temperatures

hydrogen is released mainly in the molecular form.
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Figure 5.10: Released amount of hydrogen atoms and molecules as a function of temperature for
mesopores and macropores. Hydrogen atoms and molecules for mesopores are represented by curve 1
and 2 respectively. Similarly, for macropores hydrogen atoms and molecules are represented by curve
3 and 4 respectively.
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Hydrogen profile

Fig. 5.11 shows the profile of the hydrogen present in different chemical state (adsorbed,
trapped) at the macro—scales. It can be seen that most of the hydrogen is either
adsorbed (0.9 eV) or trapped (2.67 eV) on the macropore surfaces. A large quantity
of hydrogen is able to diffuse well beyond the implantation range (7.5 x 107%m). As
explained above, a lot of hydrogen released from the mesopores remains adsorbed or
trapped at the macropore surfaces and a significant amount of hydrogen is present
in the molecular form within the crystallites in the granules having mesopores and
micropores. Fig. 5.12 view of the X-Y plane located at Z = 5.5 x 1078m. All the

atoms having their Z-position between 50 to 60 nm have been projected on the X-Y

plane.
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Figure 5.11: Profile of hydrogen present in different chemical state along the Z direction. 1 —
trapped hydrogen (2.67 €V), 2 — adsorbed hydrogen (0.9 V), 3 — two trapped hydrogen atoms close
enough to form a molecule (2.3 €V), 4 — Hjy molecules in the void and 5 — Hs molecules in the
crystallites.

Residence time

The average time spent by a hydrogen atom in graphite (residence time) was calculated
and it depends on the temperature of the sample and the incident flux. The molecular
diffusion is very fast, therefore, the residence time of hydrogen coming out as molecules
is much lesser than the residence time of hydrogen released as atoms. At meso—scales,

for ion-beam experiment fluxes (~ 10'" H/m?/s) and 1200 K,the typical residence
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Figure 5.12: A view of the X-Y plane located at Z = 5.5 x 10~%m. The white, grey and pale
colored regions correspond to void, surface and the bulk of the graphite respectively. Open green
circle: adsorbed hydrogen atom, red dots: trapped hydrogen atom, cyan dots: Hs molecules in the
crystallites, magenta: Hs molecules in the void and blue dots: two trapped hydrogen atoms close
enough to form a molecule

time is around 1072 s for atoms and 1072 s for hydrogen coming out in molecular form.
This is in good agreement with the typical residence time of hydrogen atoms calculated
by Haas et al. |67|. They calculated residence time of the hydrogen atoms in ASDEX
upgrade and DITT D tokamaks to be around 1 ms. With increasing flux to 102 H/m? /s,
at 1200 K, the residence time is 10719 s for atoms and 10~" s for molecules. At macro—

scales no atoms are released at 1200 K and the residence time is around 10~7 s for
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molecules.

5.4 Recap

The multi scale model was used to study the hydrogen retention and release from Tore
Supra deposits. The question which motivated us to study the Tore Supra deposits was
to understand the continuous uptake of the hydrogen. It was shown in the simulations
that the accumulation of the hydrogen on the surfaces of the macropores was mainly
responsible for the large uptake of the hydrogen in these deposits. A large quantity of
hydrogen molecules got stuck in the graphene planes and this also acted as a sink for
the hydrogen. The typical residence time of the hydrogen in graphite calculated using
the 3D KMC model was found to be in good agreement with the experiments.

After having understood the hydrogen transport in porous graphite, the next ques-
tion is where does the molecule formation take place? Does it happen at the end of
the ion range, which will indicate that molecule formation is a local process, or it takes
place throughout the implantation range (starting from surface till the end of the im-
plantation zone)? Another way of formulating this question is: In which form does the
hydrogen transport within the graphite sample take place (atomic or molecular)? For
this purpose in the next chapter the hydrogen isotope exchange reaction in graphite is
studied.
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Chapter 6
Isotope exchange in graphite

So far we have studied the hydrogen retention and re emission from graphite. In fu-
sion machines hydrogen isotopes, deuterium and tritium, are used as fuel. A natural
extension of the work presented till now is to study the effect of hydrogen isotope on
release behavior. In experiments this is done by bombarding the target material si-
multaneously with H* and D* ion beams and studying the effect of different isotopes
on processes like molecule formation or trapping. In the present chapter the results of

hydrogen isotope exchange reaction have been presented.

Two important aspects of studying isotope exchange reaction are:

e To understand whether the hydrogen molecule formation takes place at the end

of the incident ion range or is it happening throughout the implantation region.

e If the molecule formation takes place throughout the implantation range then
the isotope exchange reaction can be used as a cleaning (retrieving the retained
tritium from the sample) method of a target material saturated with tritium by

bombarding it with deuterium or hydrogen.

6.1 Isotope exchange: present status

In order to understand whether in the implantation range the migration of hydrogen
takes place in atomic or in molecular form (after the formation of molecules at the
end of the implantation range of hydrogen) a series of experiments were performed by
[68, 45, 69|. In experiments the isotope exchange reaction was studied by bombarding

a sample simultaneously with H* and D™ ion beams having:
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e completely overlapping ion ranges.

e completely separated ion ranges.

Fig. 6.1 shows the re-emission times traces for the two energy combination cases
corresponding to maximum overlap and complete separation, respectively. It is evident
that the re emitted signal is independent of the two ion distributions. This gives an
indication that the hydrogen atoms diffusion takes place in atomic form too and the
molecule formation doesn’t take place locally at the end of the ion range. However, it
was also pointed out that in the absence of incoming energetic ions, the samples which
are 'virgin’ (having very less damage), the molecules are indeed formed locally at the

end of the ion range.
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Figure 6.1: HD mixing as a function of H / DT range separation during simultaneous bombardment
of HPG99 graphite with H™ and D*. (a) 10 keV HT and 9.4 keV DT, 5 x 10'> HT or Dt /em?s
(maximum H* / D overlap). (b) 10 keV H* and 700 eV D, 5 x 10 HT or DT /cm?s (complete

separation) [45].

It was speculated that in case of a 'virgin’ sample (having very less damage) the
internal porosity was not very well connected and therefore, not enough internal surface

was available for the diffusion of atomic hydrogen along the surfaces. This gave rise to
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molecular formation mainly at the end of the ion range. Whereas, in the presence of
an ion beam, damage is created into the sample and this gives rise to a lot of internal
surface area where a hydrogen atom can diffuse and the molecule formation can take
place away from the ion implantation region. This result shows that the extent of

isotope mixing depends very strongly on the internal structure of the graphite sample.

In order to understand the effect of the internal structure on isotope mixing first the
ideal mixing case is simulated where incident ion beams have completely overlapping

ion profiles.

6.2 Completely overlapping ion profiles

6.2.1 Setting up the simulation

The geometry was implemented in the code by creating a cubic structure of 140 nm
(sample 1), representing a typical granule with periodic boundary conditions in X and
Y direction. The void fraction of the sample was 7%. 280x280x280 cells were used
with elementary size 0.5 nm and cubical voids of 6 nm size. 6000 hydrogen and 6000
deuterium atoms were uniformly distributed in X Y direction at a depth of 59.5 nm
along Z with a Gaussian of width 12 nm. This distribution corresponded to the distri-
bution of thermalized hydrogen isotopes with 3 KeV energy. The effect of the collisional
cascade physics was considered in this initial profile through pre calculations of this
distribution by the binary collision code TRIM/TRIDYN. Temperature of the sample
was 650 K.

In order to analyze the effect of the internal structure of graphite similar simulation
was done for a sample (sample 2) having dimension of 50 nm, 50 nm, 100 nm in X, Y, Z
direction respectively, representing a typical granule with periodic boundary conditions
in X and Y direction. The sample had ~ 8% void fraction. 100x100x200 cells were
used with elementary cell size 0.5 nm and void size of dimension 10 nm, 18 nm and
58 nm in X,Y,Z direction respectively (Tore Supra deposits kind of sample). 2000
hydrogen and 2000 deuterium atoms were distributed uniformly in X-Y at a depth of

19.5 nm along Z with a Gaussian of width 7 nm.
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6.2.2 Results

In Fig. 6.2, the ideal mixing in this case is visible i.e. Ho:HD:Dg of 1:2:1, as expected

by theory.
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Figure 6.2: Re-emitted flux of molecular species as a function of time for a porous graphite sample
having void fraction 7% (sample 1) with totally ovelapping profiles of the hydrogen and deuterium
ions.

If one compares fig. 6.2 with fig. 6.1 one sees that in experiment the relative
re—emitted signal of the hydrogenic species are relatively higher than what is expected
from theory for the ideal-mixing case. Following factors were thought to be responsible

for this discrepancy:

(i) Effect of incident fluence of the ion beams on the penetration depth
(i) Effect of surface temperature rise due to the energy deposited by the ion beam

(iii) Presence of a surface layer pre—saturated with hydrogen

Using TRIDYN simulations it was found that the fluence of the ion beam has a
negligible effect on the penetration depth of the two hydrogen isotopes. Also the sur-
face temperature rise due to a 10 keV ion beam was estimated to be around 200 K.

This didn’t explain the observed discrepancy too. All the samples have some hydrogen
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content adsorbed on the surface layer due to unavoidable water content in the chamber.
Therefore, this influence was studied by preparing a saturated hydrogen surface layer

on graphite samples.
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Figure 6.3: Re-emitted flux of molecular species as a function of time for a porous graphite sample
having a surface layer pre-saturated with hydrogen and a void fraction of 7% (sample 1) with totally
ovelapping profiles of the hydrogen and deuterium ions.

Fig 6.3 shows the re emitted flux for a hydrogen sample having a surface layer sat-
urated with hydrogen. No drastic changes were observed in the behavior of re-emitted
signal, just the re-emission level for hydrogenic species shifts to higher values. An
isotope difference in the re-emitted amount of hydrogen isotopes is seen. In the begin-
ning, the rate of re-emitted molecules is similar, thereafter molecular species containing
hydrogen increases faster and saturates at higher levels as compared to deuterium con-
taining molecules. So, the fluxes follow the order, I'y, > I'yp > I'p,. This can be
attributed to the higher mobility of hydrogen as compared to deuterium due to the

lower mass of hydrogen.

Figure 6.4 below shows the released molecular flux from sample 2 for simultaneous
bombardment of H* and D' with overlapping ion profiles. For the sample (sample

2) without a saturated layer ideal mixing i.e. Hy:HD:Dy was observed, as expected
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by theory. But, for a sample with a hydrogen saturated surface layer no change in
the levels of re-emitted molecules was observed. Whereas for sample 1, the hydrogen
saturated surface layer had shown significant effect on the released molecular flux of
hydrogenic species (6.3). This was expected because this sample had large voids near
the surface, so the net hydrogen content of the surface layer was lesser. Therefore,
re-emitted molecules of sample 2 have lesser Hydrogen content as compared to sample
1. Tt must be mentioned that for both the samples surface layer were formed under

similar conditions and with same parameters.

450 - HD with H saturated layer

g W e
% 350 - HD without H saturated layer |
g 300 f .
ER i
E’ 200

‘qé) 150 H,, D, with and without .
s 100 H saturated layer T

50 £

0 ] ] ] ] ]
0 5e-07 1e-06 1.5e-06 2e-06 2.5e-06 3e-06

time (s)

Figure 6.4: Re-emitted molecular flux as a function of time for sample 2 with completely overlapping
distribution of hydrogen isotopes. Results are presented for two cases: samples with a pre—saturated
hydrogen surface layer and sample without a pre—saturated hydrogen surface layer.

6.3 Completely separated ion profiles

6.3.1 Setting up the simulation

Similar analysis was carried out for completely separated ion ranges. All the geomet-
rical parameters were same. The hydrogen atoms (1 keV having Gaussian distribution
in Z-direction with mean value 27.5 nm and standard deviation 8 nm) and deuterium

atoms (3 KeV having Gaussian distribution in Z-direction with mean value 59.5 nm
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and standard deviation 7.8 nm) were distributed uniformly in X-Y directions. The
temperature of the sample was 650 K. At lower temperature HD formation was very
strongly reduced which is understandable because at lower temperature (~ 400K), the
diffusion of atoms is very slow. This is clear from the re emission results of atomic
hydrogen at these temperatures (Chapter 4) and one expects the local molecular for-
mation rather than mixed HD molecules which will be formed only after significant

atoms starts diffusing throughout the implantation depths.

6.3.2 Results

Fig. 6.5 shows the results for sample 1. The relative fluxes of the modeling agree well
with the experiments (Haasz et al.[45]). Just to test the idea, that as soon as the
ion beam is switched on, a quick increase in molecular re emission is seen, the run
was continued with increased void fraction to 9% (ion bombardment causes damages
and so the increase in void fraction). A rise of both hydrogen and molecular fluxes is
seen due to increases of the void fraction as discussed before (chapter 4). However,
the experimentally observed jumps of hydrogen molecular fluxes followed by a slow
decay to steady state combined with the slow rise of deuterium molecular fluxes is not
reproduced. One should note that questions of the interpretation of the experimental

results remains too. Therefore, this discrepancy is not too worrying.

Figure 6.6 shows the results of isotope exchange reaction for sample 2 subjected to
hydrogen and deuterium ion beam having completely separated ion profiles (hydrogen
was distributed at depth of 19.5 nm and standard deviation 7 nm and deuterium at a

depth of 39.5 nm and standard deviation 10 nm).

It is observed that a very small amount of mixed molecules were formed. A basic
estimate of the time required by deuterium atoms deep inside the bulk to come to the
surface where a high concentration of hydrogen atoms exists, was carried out. At this
temperature, it was found that the diffusion coefficient, D ~ 6x107? m?/s and the
deepest deuterium atom was at 5x107% m, so the time required to reach the surface
should be, §t ~ §7% / 6xD (~ 107 s). The simulation was indeed carried out for longer
times. Another case where hydrogen was distributed deeper than deuterium, i.e. just

reversed the profiles of last simulation was analyzed. Two points were noted here,

(i) the specie which was distributed deeper in the bulk had higher re—emitted flux.
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Figure 6.5: Re-emitted molecular flux as a function of time for a porous graphite sample having 7%
void fraction (sample 1) with completely separated profile of hydrogen isotopes

The following mechanism is proposed to explain this observation: when the atoms
having deeper penetration, there is more probability of getting recombined (with
same specie atom) during diffusing out before they could reach the other specie
close to the surface. Atoms distributed near the surface are re-emitted more in
atomic form. This combined with the fact that molecular diffusion is very fast

gives a clear understanding of our first observation.

(ii) HD re—emitted flux is higher when hydrogen profile is deeper than deuterium.
This can be explained by the higher diffusion coefficient of hydrogen at these

temperatures.

If one compares the re—emitted flux of sample 2 with that of sample 1, for separate
range profiles, one sees that there is a large reduction in relative flux of mixed molecules
(HD). This indicates the fact that the mixed molecule formation indeed depends on
the internal structure rather than the gross void fraction. The experiments done by
Chiu et al. |45] were performed at room temperature. At these temperatures atomic
diffusion is very slow and this requires a too long simulation run time for an atom to
diffuse to longer distances and recombine. Nevertheless, the basic processes are the

Ssame.
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Figure 6.6: Re-emitted molecular flux as a function of time for sample 2. Case 1: hydrogen ion profile
deeper than the deuterium ion profile and case 2: deuterium ion profile deeper than the hydrogen ion
profile

6.4 Recap

The Isotope exchange reaction of hydrogen in graphite was studied both for completely
separated and completely overlapping ion profiles. The mixed molecule formation
during the exposure to hydrogen and deuterium ions with completely separate ion
profile (penetration depths) indicates that hydrogen molecule formation is not a local
process. It takes place throughout the implantation zone and not only at the end of

the ion range. The main factors affecting the mixed molecule formation are:

e internal structure of graphite, which affects diffusion coefficient and consequently

molecule formation and atomic re emission

e temperature of the sample, this affects atomic diffusion, which is an important

factor for mixed molecule formation.

It must be mentioned that there is need of more experimental data base to compare
and understand the results of isotope exchange phenomenon in simulations. Up to now

the transport and reactions of hydrogenic species only were studied. In the next chapter
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the model is extended to include the reaction of hydrogen with carbon atoms and the

chemical erosion of graphite is studied.



Chapter 7
Chemical erosion of graphite

As already pointed out in the introduction of the thesis, erosion of carbon based mate-
rials due to particle impact has long been a concern when it comes to the plasma facing
applications in thermonuclear fusion reactors. Although these materials exhibit excel-
lent thermo mechanical properties, their susceptibility to erosion through physical and
chemical processes limits their lifetimes while increasing plasma impurity levels. There
is large uncertainty about the extrapolation of the chemical sputtering yield to high

reactor relevant fluxes.

For understanding the chemical erosion process an experiment was performed by
Horn et al. [2| where a several mono-layer thick C:H film was grown and exposed
to hydrogen ion beam at a flux of 1.9 x 103 em™2s7!. The basic atomistic processes
involved in the chemical erosion process were identified and a simple analytical model
was proposed for the chemical erosion of a-C:H films. In this chapter the model to sim-
ulate the chemical erosion of porous graphite will be presented. The model presented
in the previous chapters to simulate the hydrogen recycling process has been extended

to study the chemical erosion process based on the Kiippers—Hopf cycle |36, 44].

7.1 Analytical description of chemical erosion

The chemical reaction of energetic ions with carbon atoms was found to occur after
slowing down at the end of the penetration depth (range) of the ions. Three main

mechanisms have been identified for the chemical erosion

(i) Thermally activated process
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(ii) Radiation damage

(iii) Kinetic hydrocarbon emission.

7.1.1 Thermally activated process

The thermally activated process, which leads to a maximum of the chemical yields
(Yinerm) at temperatures between 700 and 950 K, can be explained by the chemical

mechanisms identified by Kiippers and co workers.

Kiippers—Hopf cycle for chemical erosion

Fig. 7.1 shows various atomistic processes occurring under thermal H-atom impact
on amorphous hydrogenated carbon (a-C:H) films [2]. Kiippers and co workers have
identified the following main processes involved during the chemical erosion of the a-C:H
films. The rate equation for every process is also written with the bracketed quantities
as concentrations, ¢ as H atom flux, oy (= 1.1x 1072 m?) and op (= 0.05x 1072 m?)

as hydrogenation and dehydrogenation cross sections respectively.

(i) Hydrogenation of the graphitic sp? hybridization state (state a), forming state b
consisting of a radical sp® with a neighboring hydrogen-containing carbon in the
sp® hybridization state.

d[CH sp?]

= [CH sp*l oy ¢ (7.1)

At higher temperatures split-off of this hydrogen can return the two carbon atoms
to their original state b.
d[CH sp”]

S (CH sy kg ean

_E—H)
kT

(7.2)

where k_g (= 10 s71) is the frequency factor and E_g (= 1.73¢eV) is the

activation energy for this process.

(ii) Repetitive application of the hydrogenation to state b will lead to the formation
of two carbons in the sp® hybridization state (state c), some fraction of which

will contain a methyl group attached.
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Figure 7.1: Schematic diagram of the reactions leading to methane production due to atomic hy-
drogen impact on amorphous hydrogenated carbon films, as proposed by Kiippers and co—workers
(2, 44, 5].

(iii) Abstraction of a singly bound hydrogen can produce state d consisting of a carbon

in the radical sp” configuration with a neighboring methyl-containing carbon in
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the sp® hybridization state.

d[CH sp?
MO _ jon s ¢ (7.4)
dt
(iv) Hydrogenation can return state d to state ¢ or, for temperatures above ~ 400 K,
the radical can de excite by split off of the neighboring methyl group and return

the carbon atoms involved to their initial graphitic state a.

—% = [CH sp®| ky exp(

—Ex)
kT

(7.5)

where k, (= 10 s71) is the frequency factor and E, (= 1.604eV) is the activa-

tion energy for release of methyl group.

(v) For graphite temperatures in excess of ~ 1100 K thermal annealing can return
state ¢ to state a via elimination of some of the ion—-induced damage accumulated

in the implantation zone.

d[CH sp®] 5 —Eun
MO (0 ) by ep( =) 7.0

where kg, (= 10 s71) is the frequency factor and FE,, (= 2.42¢V) is the activation

energy for the annealing.

Thus, at low temperatures, exposure of the film to thermal hydrogen atoms results
in the conversion of carbon from the sp? to the sp® hybridization state with some
fraction of radical centers, determined by the ratio of op/oy. At higher temperatures
(400 650 K) an equilibrium balance between the supply of sp” radical carbon centers
from hydrogenation and abstraction and their loss through thermal decomposition due
to methyl and hydrogen split-off is established leading to measurable erosion rates. At
even higher temperatures, however, the rapid decomposition of the radical states by
H-atom split-off prevents significant hydrogenation to sp® hybridization states. This,
in turn, means there is little or no abstraction occurring, and so, there is no significant
production of carbon in the radical carbon state. Thus, chemical erosion is suppressed

at higher temperatures.



7.1 Analytical description of chemical erosion 85

The steady—state solution to the above presented set of differential equations leads
to a very weak dependence in Y,, (maximum erosion yield) and a very strong depen-
dence in T, (temperature at which the yield is maximum) on the flux density ¢. Such
dependencies are not observed in experiments. Roth and Garcia Rosales [70] proposed
that, since the absolute concentration of carbon in the sp® hybridization state with at-
tached methyl groups is unknown, they use k, and k_g as fitting parameters adjustable
to all the available experimental data in the relevant energy and temperature ranges,
and taking into account the flux dependence of Y,, and T,,,. The formula resulting from

this fitting procedure is

0.033 exp(75)
2 X 10732¢ + exp(75')

Yiherm = [CH sp?] (7.7)

7.1.2 Radiation damage

In addition to Yijerm, a term is required which accounts for radiation damage resulting
from energetic impact. For ions with energies above the threshold for physical sput-
tering, energy deposition in the carbon substrate results in atomic displacement and
C C bond breaking which created active sites increasing the chemical erosion yield.
The energy deposited that causes nuclear damage in the surface layer has a maximum
between 300 eV and 2 keV, similar to physical sputtering. Roth and Garcia—Rosales
[70] had proposed that this enhancement can be well described by a multiplicative term
which is proportional to physical sputtering such that the energetic chemical yield is

given by

)/chem - }/therm(l + D}/phys) (78)

where D is a constant dependent on the mass of the impinging isotope and YP?"ws

is the physical sputtering yield given by the revised Bohdansky formula [71].

7.1.3 Kinetic hydrocarbon emission

In case of low—energy hydrogen ion impact on carbon, hydrocarbon production is ob-
served at room temperature which is not explained by the atom impact model where
higher temperatures are required. The isotope effect on the yield which has been ob-
served for this low energy impact, as well as TDS results [5|, suggest that physical

sputtering of weakly bound sp? centers with attached hydrocarbon ligands may be oc-
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curring at the surface. This seems reasonable since the concentration of these carbon
hybridization states is high at room temperature. Garcia—Rosales et al. argue that
the dependence of this kinetic ejection process on energy should be similar to physical
sputtering, but shifted towards lower threshold energies in the range of 1 2 eV, and
that, for hydrogenic impact at energies greater than ~ 90 eV, hydrogenation occurs
at the end of range, away from the surface and so the erosion yield from this surface
process is reduced. Furthermore, as the temperature of the carbon increases, the sp?
hybridization state concentration drops, limiting the effect of this surface process to
temperatures below 7,,. The term proposed to describe this surface effect on erosion
is
*
Viuns = [CH sy —— 20 (79)

1+ exp( 7(%5690) )

*
where Y;Jhy s

threshold energies. Note that the term in the denominator restricts the process to

is the yield given by modified Bohdansky equation with the lower

energies below 90 eV.

The total chemical erosion yield after incorporating all the above mentioned con-

tributions is

}/chem - }/surf + }/therm(l + D)/phys) (710)

7.2 A simple 1D-KMC model for chemical erosion

A simple 1D-KMC model was implemented as follows: as explained in chapter 2, the
probability of the occurrence of a process is determined by w? and EJ . For the ther-
mally activated processes these values were taken from the analytical model (for ;"
process k; ~ w’). For non—thermally activated processes, i.e. hydrogenation and dehy-
drogenation, oz ¢ and op¢ respectively, gives us an idea about w? (EJ, is obviously set
to zero). So no hydrogen atoms were distributed explicitly and the effect of the flux

enters into simulation through w’ (=og®).
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7.2.1 Validation of the simple 1D-KMC model for chemical

erosion

The 1D-KMC model developed above to simulate the chemical erosion of graphite
was used to simulate the experiment performed by Horn et al. [2| where a several
mono-layer thick C:H film was grown and exposed to hydrogen ion beam at a flux of
1.9 x 10% em~2s7L. The results were also compared with the analytical model of Horn

et al.
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Figure 7.2: Erosion yield and normalized sp? / sp® contributions at a C:H substrate as a function
of temperature obtained from the experiment by Horn and Kiippers [2] for hydrogen flux of 1.9 x
101" Hm=2s7 1L,

Fig. 7.3 shows the result of the calculations and it can be clearly seen that the
results using KMC method matches very well the experimental results and analytical
model [2| (Fig. 7.2). At low temperature the rate of thermal decomposition of radi-
calic centers is small and the rather large cross—section oy provides effective transfer
of these centers back to sp?, therefore one sees that at low temperatures carbon is
present mainly in sp® hybridization state. Whereas, at higher temperatures the radical

centers decompose readily and therefore sp? carbon atoms dominate. The hydrogen
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split—off reaction provides a pathway to destroy erosion relevant groups. Only in an
intermediate temperature range the balance between the supply of sp” centers through
dehydrogenation, their thermal decomposition via hydrogen or C'Hj split off, and hy-

drogenation to sp® enables a noticeable chemical erosion rate.
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Figure 7.3: Erosion yield and normalized sp? / sp? contributions at a C:H substrate as a function
of temperature obtained from the analytical model proposed by Horn and Kiippers [2] for hydrogen
flux of 1.9 x 10" H m~2s~!. The same problem was solved using 1D KMC model. Erosion yield and
sp? / sp? contributions calculated from 1D-KMC model are also plotted here.

7.2.2 Flux dependence of chemical erosion

Fig. 7.4 shows the flux dependence of the chemical erosion yield as a function of tem-
perature as calculated from the analytical model. We see that as the flux is increased
the temperature (7,,) at which erosion yield is maximum (Y;,) shifts towards right.
T,, depends on the actual flux of hydrogen atoms. This can be explained on the sim-
ilar lines as was explained in chapter 5 for the reaction rates (for hydrogen molecule
formation and similarly here for C'H3 molecule formation). The temperature at which
the reaction rate is maximum depends on the balance between diffusion (temperature)

and the number density of hydrogen atoms (depends on the combination of flux and
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Figure 7.4: Erosion yield calculated from the analytical model proposed by Horn and Kiippers [2] as a
function of temperature for different fluxes. The flux for curve 1: 101" Hm™2s71,2: 101" Hm 2571,
3: 102 Hm™2s71,4: 102 Hm2s71,5: 102 Hm2s71,6: 102 Hm 25 tand 7: 102> Hm~2s~ L.

The maximum erosion yield Y}, is almost constant until a hydrogen flux of 10%! H m=2s7!
beyond which it starts decreasing with increasing flux. As shown in chapter 5, hydrogen
recombination rate in general increases with increasing flux which means that lesser
hydrogen is available to carry out chemistry processes which leads to hydrocarbon
molecule formation. This mechanism contributes to the reduction of Y,, with increas-

ing flux.

However if we compare the maximum erosion yield for a given flux in Fig. 7.4
with Fig. 1.8, it can be seen that the flux dependence is quite week here. Another
point to note here is the shift of 7}, with increase in flux. T, is 1050 K for a flux
of 102 Hm™2s~! and increases further with increasing flux. These T, values seem to

2571 suggest that

be too high since plasma experiments, at fluxes up to 2 x 1022 Hm~
T,, never exceeds ~ 950 K [72]|. So the chemistry model proposed by Kiippers [2] et
al. works quite well in explaining many of the experimentally observed features of the

chemical erosion but it does not predict the flux dependence quantitatively.
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7.3 A 3D-KMC model for chemical erosion

Coming back to the 3D model developed in chapter 3, the Kiippers cycle described
above was included into the model with w/ ~ 103 s7! and L’ — 0 for all the carbon
species except C' Hs which is the only mobile carbon specie included in the model. For
different processes migration energies values mentioned above were used. It must be
mentioned that only the contribution from the thermally activated processes are in-
cluded into the 3D KMC model. The other two contributions i.e. the contribution from
radiation damage and kinetic hydrocarbon emission are based on momentum transfer
processes. Theses contributions can not be included in the present 3D KMC model
as we simulate the reaction of the thermalized hydrogen atoms only. A future project
could be to combine the present 3D KMC code with the TRIM code (binary collision
code). Then, the contribution to the chemical erosion coming from the momentum

transfer processes can also be included.

In the simulations presented in the last chapters carbon atoms were not distributed
explicitly as particles and only hydrogen atoms were distributed as particles. All the
occupied cells corresponded to the collection of carbon atoms depending on density of
the graphite sample (or the void fraction). Whereas, for simulating chemical erosion
and specially the change in the hybridization state of carbon atoms as the system
evolves, we need to introduce carbon atoms also explicitly as particles and follow their

evolution. Even a very small sample contains large number of carbon atoms.

Ne= Ny xpxLyxL,xL,/24 (7.11)

where N, is the number of carbon atoms contained in a graphite sample of size L,,
L,, L, and having mass density p. N4 is the Avogadro number. This puts a limit on

the size of the sample which can be simulated. On the other hand Recalling Eqn. 2.7,
AN=¢ x At x L, x L,

we see that the number of hydrogen atoms introduced (A N) in time step At

depends on

o flux

o At (decreases with increasing temperature (see BKL time step determination))
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e system dimension

Thus, if a very small sample is chosen or the incident flux is low then the A N
becomes too small and it takes very long computational time to introduce enough
number of hydrogen atoms which will cause significant hydrogenation and dehydro-
genation events. The limitation of handling small samples puts a limit on the flux
value that can be simulated. For example, if we want to simulate the chemical erosion
of a sample subjected to 50 eV hydrogen ions (penetration depth 2 nm and width of
the ion profile is 3.4 nm) we need to take a sample which is at least 6 nm long is Z
direction (surface lies at Z = 0). A sample having void fraction 12 % and dimension of
10nm x 10mm x 6 mm in X, Y and 7 direction respectively has ~ 50000 carbon atoms.

For this particular sample it was found that the lowest flux that can be simulated is

1022 Hm 2571,

7.3.1 Setting up the simulation

A porous structure of 1 x 1078m, 1 x 1078m, 6 x 107?m in X, Y and Z direction
respectively was created, with periodic boundary conditions in X and Y direction. The
basic cell size was 4 x 107'%m. The graphite sample was composed of macropores
having 12% void fraction with a cubic void of size 1 x 107 m. Out of the total 9375
basic cells in the simulation volume 3858 cells (41 %) cells were surface cells. In the
coming discussions this sample is referred as sample 1. In order to check the dependence
of the chemical erosion process on the internal structure of the graphite another sample
was prepared with different void fraction and void size. In this case (referred further
on as sample 2) had void fraction of 14 % with cubical voids of 3 nm. Out of the total
9375 basic cells in the simulation volume 3008 cells (32 %) cells were surface cells. The
interaction of the sample with a hydrogen ion beam having 50 eV energy and a flux of
1022 H m=2s~! was simulated. The hydrogen profile was approximated by a Gaussian

having range of 2 nm and standard deviation 1.7 nm.

7.3.2 Results

Fig. 7.5 shows the chemical erosion yield as a function of the surface temperature of
the graphite sample 1. As explained earlier, initially the erosion yield increases with
temperature and at 750 K it reaches maximum and thereafter it starts decreasing. It

is seen that the maximum erosion yield occurs earlier (750 K) as compared to what is
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predicted by the analytical model. The maximum erosion yield is ~ 0.04 which is in

good agreement with the experimental data (Fig. 1.8).
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Figure 7.5: Chemical erosion yield calculated from the 3D KMC model as a function of temperature
for incident flux of 1022 H m~2s~ 1.

Profile of different species

Fig. 7.7 shows the depth profile of the different hydrogenic species. It can be seen that
the sample having higher internal porosity (sample 1) shows higher amount of C'Hj
formation (specially at 2.7 nm) as compared to sample 2 having lower internal poros-
ity. In sample 1 (41 % internal surface cells), 504 and in sample 2 (32 %), 274 C'H3
molecules were formed. Another interesting thing to notice here is that the maximum
amount of the C'Hj is present at the end of the ion range as observed in experiments
[68]. This is due to the fact that the energy for the diffusion of C'H3 molecules is around
2.3 eV |73| and it will take a long time for them to diffuse and get desorbed. Due to the
very fast diffusion of Hy molecules (0.06) present in the voids practically no hydrogen
molecules in the void are left in the sample. The hydrogen molecules present within
the the crystallites are stuck there due to their size and we see that they have depth

profile similar to the initial distribution of the hydrogen atoms.
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Figure 7.6: Profile of the different hydrogen containing species present in sample 1 (Fig. (a))
and sample 2 (Fig. (b)). Red: Hydrogen atoms adsorbed at the microvoid surfaces, green: hydrogen
molecules within the crystallites, magenta: C Hs molecules within the crystallites, blue: C H3 molecules
adsorbed at the microvoid surfaces and black line: initial profile of the hydrogen atoms.

Point of formation of the different molecular species

Fig. 7.7 shows the point of creation of H, and C'H3 molecules in sample 1. Hydrogen
molecules are created within as well as much beyond the implantation zone. It is clearly
seen that the amount of hydrogen molecules is much higher than that of C' Hs molecules.
The formation of C'"H3 molecules is confined to the hydrogen implantation range as
observed in experiments [68|. The hydrogen atoms diffusing along the micro—void
surfaces penetrate beyond the penetration depth and on the way form molecules after
which they are quickly released. For the formation of C'Hs at least 4 hydrogenation
events should take place. Due to the high H H recombination probability at this
temperature (750 K) very few hydrogen atoms are left for the multiple hydrogenation
events and formation of C'"Hs. That is why practically no C'Hs is formed beyond the

implantation region.

7.4 Recap

The model for chemical erosion of graphite due the thermal hydrogen ion bombard-
ment proposed by Horn et al. [2| was implemented. A simple 1ID-KMC model was
developed to check the implementation of the basic atomistic process occurring dur-
ing the chemical erosion process. The simple 1D KMC model was validated against
the analytical model and the experimental results of Horn et al. |2]|. It was extended

to 3D-KMC model and the effect of the internal structure on the chemical erosion
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Figure 7.7: Depth profile showing the point of origin of Hs and C Hs molecules.

process was studied. The sample having higher internal surface area facilitates the
chemical erosion process. The flux dependence predicted with the present 3D-model
is very weak. In the next chapter a simple model to simulate the flux dependence of

the chemical erosion is presented.



Chapter 8

Flux dependence of chemical erosion:

a simple multi—scale model

The models proposed by Kiippers et al. and others [36, 44, 2, 5| were successful in
explaining many experimentally observed dependencies on energy and temperature,
but not the flux dependence of the chemical erosion of graphite during hydrogen ion
bombardment. However the analytical model can explain a drop in the erosion yield
for high fluxes provided the sample temperature exceeds 900 K [70|. In the experiments
of Kallenbach et al. at the ASDEX upgrade tokamak, however, the drop in yield is ob-
served even though the temperature is measured to remain below 360 K at the sample
surface [74]. Hence, no current analytical model can account for the experimentally

observed drop in the carbon erosion yield [75].

Salonen et al. performed MD studies to understand the flux dependence of chem-
ical erosion [23, 24|. A a:C H sample was bombarded with hydrogen ions of 10 eV
energy and at a rate of 2 x 10%° jons /em? s. The hydrogen content of the surface first
increased strongly and after reaching a H/C ~ 0.56 the sample became supersaturated.
After this the hydrogen content in the sample increased only slightly, as the surface
was already fully coated with hydrogen. The erosion yield for the unsaturated surface
was ~ 0.01, while for the supersaturated surface it was only ~ 0.001. The drop of one
order of magnitude in the observed erosion yield was believed to be the explanation
to the experimentally observed decrease in the erosion yield. The reason to the sharp
drop was the decreased carbon collision cross section at a surface which had obtained

the temporary supersaturation of H atoms due to the extremely high flux involved.
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Inspired by the above study, a simple multi-scale model was developed which can

account for the flux dependence of the erosion yield of carbon.

8.1 Description of the model

A virgin graphite structure is created and bombarded with a fixed number of hydrogen
ions per time step. The term time here does not correspond to the real time and is just
used to represent the number of simulation steps. Chemical erosion yield obtained from
the analytical models, Yopen (chapter 7), gives us an idea about the release probability
of a C'H3 molecule from the sample at a given temperature and ion energy. On the basis
of the position of a hitted carbon atom (geometrical constraints), the carbon atoms
present at the surface have a release probability (Pgeometry) of 0.5. For the atoms
present in the deeper layer a ray tracing kind of technique was used to find Pgeometry-
For a given carbon atom which was hitted by the incoming hydrogen ion the whole
volume lying above the hitted carbon atom was traced with lines originating from it.
The scan was done in the steps of one degree both in azimuthal as well as poloidal
direction. Then the probability of the carbon atom to get released was calculated
from the ratio of the number of hits with other carbon atom (lying above the chosen
carbon atom) to the total number of trials. The release probability calculated by the
above method is due to the geometry of the sample (Pgeometry) and the location of the

particular carbon atom being hit by the hydrogen atom. The actual release probability

(PRelease) is

PRelease - PGeometry X YChem (81)

So the quantity Prejease, includes the effect of the chemistry processes proposed by
Kiippers et al. [36] as well as the effect of the geometrical constraints on the carbon
release probability due to the roughness of the sample and the position of the hitted

carbon atom.

8.2 Setting up the simulation

A crystalline graphite sample of 2.46 nm x 2.13nm x 13.4nm was created. This repre-

sents 10, 10 and 20 unit cells in x, y and z directions respectively, 8000 carbon atoms
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in the simulation volume and 400 carbon atoms in each layer. In order to avoid the
boundary effects the hydrogen atoms were bombarded only within x = 0.3 nm and
x — 2.16 nm and similarly, in y direction from y — 0.3 nm and y — 1.83 nm. The
surface of the sample lies at z — (. The sample was bombarded with ny number of
hydrogen atoms per time step. The ng value ranging from 1, 5, 10, 25, 50, 100, 500
and 800 were studied. As area of the sample is fixed, therefore, increasing ny amounts
to increase in the incident flux of the hydrogen ions. So, practically the relative flux
value in the simulations covered three orders of magnitude. To make the simulations

faster the erosion yield (Yopen) in the present simulations was taken to be 1.
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8.3 Results

Fig. 8.1 shows the number of carbon atoms released per time step for different ng. The
number of hydrogen atoms introduced per time step and the number of carbon atoms
released per time step are represented by ny and ng respectively. It can be seen that
for ng equal to 1 and 5 the ratio n¢/ng equals 1, which means that every incoming

hydrogen ion hits a carbon atom which is released. For ny < 100 we see that at least
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for the first time step ng/ny equals 1 and after that not every incoming hydrogen
atom is able to release a carbon atom. This can be explained as follows: The number
of carbon atoms on the surface layer are fixed and when the hydrogen atoms strike a
smooth surface the release probability of a carbon atom is very high. After some time
when sufficient number of carbon atoms are released from the surface it becomes rough.
Now the newly arriving hydrogen atoms hit a carbon which might have other carbon
atoms on the layer above the hitted carbon atom. This reduces the release probability
and we see the drop in the number of atoms released. The key message is that only
few surface layers are accessible by the incoming hydrogen flux and this puts an upper

limits on the released carbon flux.
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Figure 8.2: Total number of carbon atoms released per time step for different incident flux. The
number of hydrogen atoms introduced per time steps corresponding to the lines are: 1: 1, 2: 5, 3: 10,
4: 25, 5: 50, 6: 100 7: 500 and 8: 800.

At what time step this situation will occur definitely depends on ny and we see that
the higher the ng the sooner the surface carbon atoms are removed turning the surface
rough. Another interesting thing to note here is the kind of oscillating behavior of n¢
at very high ny > 100. First, the atoms are released from the surface layer and ng
is maximum then the surface becomes rougher and therefore the probability of carbon

release decreases sharply. As soon as a lot of the carbon atoms from the first layer
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are released the second carbon layer gets exposed and again the release probability
increases and we see a rise in ng. Obviously the changes in the levels for higher ngy

are much sharper than that of lower ny.

Fig. 8.3 shows the longer time traces of the number of carbon atoms released per
time step (carbon flux) for all ny values studied here. We see that for ny > 100 the
carbon flux released from the sample is nearly the same irrespective of the ny value.
This is due to the shielding of the carbon atoms lying in the lower layers. The max-
imum number of carbon atoms that can be released is determined by the number of
carbon atoms present at the surface layer. So the key message is that after a certain
critical ng value, depending on the number of carbon atoms present on the surface of
the sample, the released carbon flux is almost constant and if one still increases ngy
the erosion yield will obviously decrease. For the sample we study this limit of ng is

10 after which surface is too rough and the erosion yield starts to drop.
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Figure 8.3: Point of release of the C atoms from the graphite sample. The hydrogen atoms introduced
per time step corresponding to green: 1, magenta: 100, blue: 800. Red points shows the position of
carbon atoms.

Fig. 8.3 shows the point of release of the C atoms from the graphite sample for dif-

ferent ny. It is seen that for the sample studied here carbon atoms from utmost third
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layer were released. It is interesting to note that for lower ny values the carbon atoms
in the lower (third) layers are accessible for the newly hydrogen atoms because of the
fact that the surface is not completely covered by the hydrogen atoms and that is why
carbon atoms from the third layer are also released. Whereas for very high ng ~ 800
the carbon layers are completely covered due to the high incident hydrogen content.
This shields the lower lying carbon atoms and reduces the collision cross section of
hydrogen with carbon atoms. That is why carbon atoms are released only from the

first two layers.

Fig. 8.4 shows the erosion yield calculated from the simple multi scale model. We
see that the erosion yield shows the similar order of magnitude decrease in the erosion
yield for the similar order of increase in the flux as observed in experiments (fig. 1.8).
This confirms that the mechanism responsible of the observed flux dependence has
been identified. All the estimates about the chemical erosion and co—deposition were
made for the situation where it was assumed that erosion yield has very weak flux
dependence. The results presented above shows that the flux dependence of erosion
yield is indeed very strong. This means that the problem of carbon erosion and co
deposition will not be as severe as predicted and carbon will still be a good candidate
of as a PFM for ITER.

Just to check the idea, similar analysis was done for a sample having carbon atoms
distributed uniformly (randomly) in the sample and not in the ordered graphite crys-
talline structure studied above. Not much difference was observed in the erosion be-

havior.

8.4 Recap

A simple multi scale model was developed to study the flux dependence of chemical
erosion. The trends in the results agree very well with the experimental results and
the model explains the basic mechanism responsible for the observed flux dependence.
After a certain critical incident flux, the carbon flux released from a sample becomes
equal for all incident hydrogen fluxes and the erosion yield decreases by orders of
magnitude with increasing flux. All the estimates about the chemical erosion and co—

deposition were made for the situation where it was assumed that erosion yield has



8.4 Recap 101

I I I I
3 ~— E
= [
§' -
\(-5/ -
°
Q L -
2 0l :
5 [
.g : .
LL] -
001 b—t—— L
1 10 100 1000

Number of H atoms incident per time step

Figure 8.4: Chemical erosion yield as a function of the incident flux.

very weak flux dependence. Whereas the results obtained using the simple multi scale
model shows that the flux dependence of erosion yield is indeed very strong. This
means that the problem of carbon erosion and co—deposition will not be as severe as
predicted and carbon will still be a good candidate as a PFM for ITER.
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Chapter 9
Summary and conclusions

Plasma material interaction in fusion devices is a critical issue that affects the overall
machine performance. The knowledge of these processes has a significant role in design-
ing plasma facing materials (PFM) for fusion devices. In the current design of ITER
graphite has been chosen as a PFM in the regions where heat loads are extremely high
(10 MW /m?) due to its good thermal conductivity and low atomic number. The two
main topics regarding interaction of hydrogen isotopes and graphite that need to be
understood properly are: (i) hydrogen retention and release and (ii) chemical erosion
and its flux dependence. The problem of tritium retention is extremely important to
study because tritium is a radioactive material and its long term inventory in a fusion

device should stay below the safety limit (350 g tritium).

The graphite used in fusion devices consists of granules (typically 1-10 micrometer)
separated by voids which are typically a fraction of a micrometer. The granules consist
of graphitic micro-crystallites of size 10-100 nm separated by micro-voids which are
typically one nm [11, 12]. The existence of such large variations in length scales of
sub—structures coupled with the wide range of possible atomistic processes makes the
study of hydrogen transport and inventory (or complementing this, the formation of
hydrocarbons and their transport) in graphite a non trivial exercise. The answer to
this problem is to use multi-scale modeling. The idea is to use the insights gained
from the microscopic models (MD or ab—initio methods) for modeling the transport at
the meso scale and further at the macro scale in order to understand the physical pro-
cesses contributing to macroscopic transport. By using this philosophy of multi—scale

modeling, one is able to develop numerical tools that takes into account the physics
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happening at the micro—scale and the efficiency that is comparable to the macroscopic

models.

Various studies and experimental databases to understand the interaction of hydro-
gen isotopes with graphite can be classified into two regimes. First, ion beam experi-
ments, which are carried out using energetic ion beams having energies and fluxes of
the order of few keV and 10" ions/m?/s respectively. Second, tokamak experiments
where the ion energies close to the divertor region are a few eV to a few hundreds
eV and the ion fluxes are very high ~ 10*' — 10**4ions/m?/s. Both of the scenarios
have been studied in the simulations presented here. The different conditions make
extrapolation of beam scenarios to fusion devices very problematic. Modeling allows

to overcome these problems.

The multi-scale model developed by Warrier et al. [1| has been improved to model
the hydrogen reactive diffusive transport in porous graphite. Various factors affecting
the retention and release of hydrogen from graphite have been analyzed. For given ion
beam parameters (flux, energy etc.) the internal surface provided by a graphite sample
(which is determined by the void fraction, void size and void orientation) determines
the retention and release behavior of hydrogen. The void fraction has the most domi-

nant role followed by the void size and then the void orientation comes into play.

The hydrogen retention and release from the deposits collected from the leading
edge of the neutralizer of Tore Supra have been analyzed. These deposits consists of
micropores with typical size lower than 2 nm (~ 11%), mesopores (typical size be-
tween 2 and 50 nm, ~ 5%) and macropores with a typical size more than 50 nm. The
parametrized recombination rate and TGD (Trans Granular Diffusion) coefficient for
the graphite structure representing Tore Supra deposits at meso—scales (sample having
micropore and mesopores) have been used as input to model macropores at macro—

scales.

At very high fluxes a large quantity of hydrogen molecules get stuck in the graphene
planes and this acts as a sink for the hydrogen. The accumulation of the hydrogen on
the surfaces of the macropores will lead to high tritium retention levels. The macrop-
ores play a dominant role for the release of hydrogen. The hydrogen which is released

from the mesopores get trapped at the macropore surfaces. This gives rise to an in-
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ternal inventory (or deposition) on macropore surfaces. This mechanism might play a
very significant role during the chemical sputtering of such deposits. In that case we
will see the deposition of the hydrocarbons on the internal surfaces of the macropores.
This will further enhance the tritium retention problem. The typical residence time
of the hydrogen in graphite calculated using the 3D-KMC model was found to be in

good agreement with the experiments.

The multi scale model was also used to study the hydrogen isotope exchange re-
action in graphite. The mixed molecule formation during the exposure to hydrogen
and deuterium ion beams having completely separate ion profile (penetration depths)
demonstrates that hydrogen molecule formation is not a local process. It takes place
throughout the implantation zone and not only at the end of the ion range. The main

factors affecting the mixed molecule formation are:

e internal structure of graphite, which affects diffusion coefficient and consequently

molecule formation and atomic re emission

e temperature of the sample, this affects atomic diffusion, which is an important

factor for mixed molecule formation.

The model for chemical erosion of graphite due the thermal hydrogen ion bombard-
ment proposed by Horn et al. [2] was implemented. A simple 1D KMC model was
developed to check the implementation of the basic atomistic process occurring during
the chemical erosion process. The simple 1D-KMC model was successfully validated
against the analytical model and the experimental results of Horn et al. [2]|. It was
extended to 3D KMC model and the effect of the internal structure on the chemical
erosion process was studied. The samples having higher internal surface areas facilitate
the chemical erosion process. The flux dependence predicted with this 3D-model was

very weak.

To study the flux dependence of chemical erosion a simple multi scale model was
developed. The trends in the results agree very well with the experimental results and
the model explains the basic mechanism responsible for the observed flux dependence.
Due to the shielding of the carbon atoms lying in the lower layers only few surface
layers are accessible by the incoming hydrogen ions and this puts an upper limit on the

released carbon flux. The erosion yield calculated from the simple multi—scale shows
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a very strong flux dependence. All the estimates about the chemical erosion and co—
deposition were made for the situation where it was assumed that the erosion yield
has very weak flux dependence. Whereas the results presented above shows that the
flux dependence of erosion yield is indeed very strong. This means that the problem
of carbon erosion and co—deposition will not be as severe as predicted and carbon will
still be a good candidate as a PFM for ITER.
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