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1 Summary

1.1 Introduction

Cavity quantum electrodynamics (cavity QED) describes the interaction of light with

matter on the most fundamental quantum level. In the paradigmatic Jaynes-Cummings

model [Jaynes63] one quantized mode of the electromagnetic field of the cavity cou-

ples resonantly to a single atomic excitation. Originally such a simplified model could

only be thought of as a gedanken experiment, unable to cope with the actual exper-

imental situation of a leaky cavity containing a vast number of atoms and modes.

However for few decades the progress in the manufacturing of optical [Miller05] and

microwave [Walther06] cavities made is possible to reach the so called “strong cou-

pling regime”, which actually allows for the study of single atoms interacting with

one preferred field mode. This regime is characterized by quantum Rabi oscilla-

tions, i.e. the periodic absorption and reemission of a single photon by an atomic

two-level system [Brune96]. Other remarkable effects are the generation of atom-field

entanglement [Raimond01] and the generation of highly nonclassical field states, e.g.,

Fock states or coherent superpositions of well separated classical field states, so called

“Schrödinger cat states” [Brune90, Brune92, Haroche97]. The creation and measure-

ment of these states, e.g., via quantum state tomography [Lvovsky09] opens the path

to a full control of quantum systems for the use of quantum information and com-

putation [Braunstein05] and was rewarded with the Nobel price for physics for Serge

Haroche and David Wineland in the year 2012.

Apart of natural atoms passing through or trapped in optical cavities, cavity QED

systems can also be implemented with artificial atoms, e.g., superconducting qubits

coupled to microwave resonators [Xiang13]. These “circuit QED” systems have the ad-

vantage of switchable atom-field coupling [Peropadre10] and the capability to reach the

so called “ultrastrong coupling regime”, in which the vacuum Rabi frequency is compa-

rable to the cavity photon frequency [Bourassa09]. Then the traditional rotating wave

approximation (RWA) used in the Jaynes-Cummings model breaks down and virtual

transitions have to be included in the coupling term leading to the Rabi model [Rabi37].

Furthermore in circuit QED the number of artificial atoms coupled to the same field

mode can arbitrarily be set, which allows for the realization of prototypical models of

quantum optics and nuclear physics like the Tavis-Cummings model [Fink09] or the

Lipkin-Meshkov-Glick model [Larson10]. This opens the possibility to create collec-

tive atomic states and to study the superradiant phase transition taking place in these

models.

Another upcoming branch of cavity QED promising fundamental research and tech-

nological applications are optomechanical systems, in which the field mode does not

couple to an atomic transition, but to nano- or micromechanical motion [Kippenberg08,

Marquardt09, Aspelmeyer13, Meystre13]. Because the light-matter coupling and other

system parameters, e.g., the size of the mechanical cantilever can be adjusted over

1



1 Summary

large scales, optomechanics provides a genuine opportunity to access the classical and

quantum dynamics of mesoscopic driven dissipative systems in a variety of different

regimes. In addition optomechanical set-ups with multiple mechanical oscillators cou-

pled to the optical mode allow for the study of collective dynamics and synchronization

phenomena [Heinrich11].

In the cavity QED and cavity optomechanical quantum models a great part of the

interesting physics emerges strictly in the classical limit. Signatures of these phenomena

occur in the quantum regime together with significant quantum corrections. In this

thesis we study the quantum to classical crossover of two prototypical models, the

Dicke model [Dicke53] and the generic optomechanical system [Law95]. Common to

both models is one photon mode of the optical cavity, which is given by a harmonic

oscillator with frequency ωcav and bosonic operators a(†). In the Dicke model the

photon mode couples via dipole interaction to an ensemble of 2j two-level atoms with

transition frequency ∆. Combining the two-level atoms into one pseudospin of length

j with operators Jx, Jz, the Hamilton operator is given by

HD = ωcav a
†a + λ(a† + a) Jx + ∆Jz . (1)

In the optomechanical system the cavity mode interacts via radiation pressure with

one phonon mode of a mechanical cantilever, which is given by a harmonic oscillator

with frequency ωcan and bosonic operators b(†). The Hamilton operator is given by

HO = ωcav a
†a + g0(b + b†) a†a + ωcan b

†b . (2)

The classical limit of both models originates from the particular classical limit of a

spin or an oscillator. The classical limit of a spin (CS) is simply obtained by increasing

its length to infinity (j →∞), which results in a classical angular momentum with neg-

ligible quantization. For an oscillator with mass m, frequency Ω and spring constant

ks = mΩ2 the scaling parameter is given by the ground state uncertainty (also called

zero point fluctuations) xzpt =
√
~/mΩ =

√
~/
√
ksm. A vanishing ground state uncer-

tainty xzpt → 0 corresponds to the classical oscillator (CO) limit m→∞ with ks fixed.

In the case of the Dicke model, which is considered without dissipation, the CO limit is

given by the static limit Ω → 0 of the oscillator, i.e., the photon mode (Ω ≡ ωcav). In

the optomechanical system however dissipation is taken into consideration by means of

the quantum-optical master equation as described in Section 1.4. The CO limit of the

phonon mode (Ω ≡ ωcan) is then given as the bad-cavity limit g0/κ → 0 [Ludwig08],

where κ is the damping rate of the optical mode.

In this thesis we pursue of two subjects. First we (re-)examine the physics taking

place in the classical limit of both models. Second we point out in which way the clas-

sical signatures appear in the quantum regime when the classical limit is approached

(see Fig. 1). In Section 1.2 we start with the quantum phase transition (QPT) of the

Dicke model taking place strictly only in the classical limit. We point out how the

QPT is obtained in the quantum regime following the CO or CS limit, by means of

numerical diagonalization and a variational ansatz. In Section 1.3 we turn to the quan-

tum dynamics of the Dicke model. Using perturbation theory we show the underlying

mechanism of collapse and revival (CR) in the nonresonant case and the emergence
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Figure 1: Illustration of cavity QED and optomechanical features emerging in the
classical models (~ = 0) and the quantum-mechanical counterparts. By decreasing
the effective Planck constant ~, signatures of classical features appear in the quantum-
mechanical quantities. Labels at arrows denote the applied methods to undertake the
classical limit (~→ 0).

of Schrödinger cat states. We then derive the semiclassical (SC) equations of motion

and display their inability to reproduce CR due to the complete neglect of atom-field

entanglement. We then turn to the dynamical response of the QPT and show how a

certain Green function converges to the classical modes which display collective motion.

In Section 1.4 we consider the dynamics at high coupling and energy, where chaotic

behavior of the Dicke and the optomechanical model occurs. We revisit classical chaos

of the Hamiltonian vs. dissipative system and show how signatures of classical orbits

are obtained in the quantum dynamics.

1.2 Quantum phase transition in the Dicke model

Review of mean-field theory The Dicke Hamiltonian (1) has a reflection symme-

try, generated by the unitary transformation

R = exp[iπ(Jz − j)] exp[iπa†a] (3)

with RJxR
† = −Jx and Ra(†)R† = −a(†), leading to [R,HD] = 0. For j < ∞ and

Ω > 0 this symmetry can not be broken, since the energy of a symmetry-broken state

|ψ〉 can always be lowered by forming the linear combination with the reflected state

R|ψ〉. Nevertheless in the classical limit the overlap 〈ψ|R|ψ〉 of different classical states

vanishes, which circumvents this argument and thus allows symmetry breaking in a

quantum phase transition. Then, at the critical coupling λ2 = (∆Ω)/2j the symmetric

ground state with 〈Jx〉 = 〈a〉 = 0 goes over to a two-fold degenerate ground state with

finite occupation of the optical mode (〈a〉 > 0) and macroscopic atomic occupation

(〈Jx〉 > 0) [Hepp73, Wang73]. In order to approach the convergence to the classical

limits it is necessary to break the reflection symmetry explicitly, i.e., by adding a

symmetry breaking field εJx with ε < 0 to the Hamiltonian HD.
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Within the mean-field description of the QPT the product-state ansatz

|ψmf〉 = |φ〉 ⊗ |χ〉 , (4)

with the spin state |φ〉 and the oscillator state |χ〉 is used for the ground-state wave

function. Spin and oscillator state have to be determined by the minimization of

the mean-field energy 〈ψmf |HD|ψmf〉, which results into two individual minimization

problems for both states. On the one hand, the spin state |φ〉 has to be the ground

state of the parametrized spin Hamiltonian

Hs
mf(ξ1) = ∆Jz + ξ1Jx , (5)

with ξ1 = κ〈χ|a† + a|χ〉. Hs
mf(ξ1) is the Hamiltonian of a spin in a magnetic field

~B = (ξ1, 0,∆). The spin state |φ〉 is thus given by a coherent spin state |θ〉 with

rotation angle tan θ = ξ1/∆ [Zhang90]. On the other hand, the oscillator state |χ〉 has

to be the ground state of the parametrized boson Hamiltonian

Hb
mf(ξ2) = ξ2(a† + a) + Ωa†a , (6)

with ξ2 = κ〈φ|Jx|φ〉. Hb
mf is the Hamiltonian of an oscillator displaced by a constant

force with amount ξ2. The oscillator state is then given by a boson coherent state |α〉,
with α = −ξ2/Ω. In summary the mean-field ground state |ψmf〉 = |θ〉⊗|α〉 is a product

state of a spin coherent state |θ〉 and an oscillator coherent state |α〉. Minimizing the

ground state energy 〈ψmf|HD|ψmf〉 with respect to α and θ yields α = −jλ/(Ω) sin θ

with

θ =





0 if µ < 1 ,

± arccos
1

µ
if µ > 1 .

(7)

Here we use the dimensionless coupling constant µ = 2jλ2/∆Ω. Since now the mean-

field ground state is fully determined, the given argument about the possibility of

symmetry breaking in the classical limit can be confirmed. For θ 6= 0 the overlap

〈θ|−θ〉 = cos2j θ goes to zero for j → ∞, which allows for the QPT in the CS limit.

Similarly the overlap 〈α|−α〉 = exp(−2α2) goes to zero for µ > 1, since α scales as 1/
√

Ω

according to Eq. (7). Hence the QPT takes place also in the CO limit independently of
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1.2 Quantum phase transition in the Dicke model

j. Since the mean-field ground state is realized in both classical limits, the QPT in the

CS and CO limit show the same critical behavior, which is characterized by the order

parameter

〈Jx〉 = j sin θ =





0 if µ < 1 ,

±j
√

1− 1

µ2
if µ > 1

(8)

and the susceptibility

χ = j∆ lim
ε→0

∂〈Jx〉
∂ε

=





1

1− µ if µ < 1 ,

1

µ(µ2 − 1)
if µ > 1 .

(9)

The latter has to be calculated from the symmetry-breaking HamiltonianHε = HD + εJx.

Using this Hamiltonian it is also possible to show how the order parameter 〈Jx〉 and

the susceptibility χ converge to the mean-field values from Eqs. (8) and (9) when the

CO or CS limit is approached from the quantum regime Ω/∆ > 0 or j < ∞. For the

numerical calculations reported in Article I we have used |ε| = 10−4. As further shown

in the article, convergence to the mean-field results is obtained if j is increased with

fixed Ω/∆ as well as if Ω/∆ is decreased with fixed j.

Results I: Quantum fluctuations and entanglement Mean-field theory is valid

only in the CO and CS limits. For finite Ω/∆ > 0 and j < ∞ quantum fluctuations

around the mean-field ground state occur. So far the influence of spin-oscillator corre-

lations and fluctuations were mainly studied for the CS limit [Emary03a, Emary03b,

Lambert04, Lambert05]. It has been shown that in this limit corrections to the mean-

field ground state can be obtained in leading order of a 1/j expansion using the Holstein-

Primakoff transformation of spin operators [Holstein40].

We consider quantum fluctuations rising ahead of the CO limit, which point out the

differences of the QPTs in both classical limits. The crucial point is that the energy

scales for spin fluctuations (∝ ∆) and oscillator fluctuations (∝ Ω) separate. As a result

∆ is also larger than the bare coupling parameter λ ∝
√

Ω, thus spin fluctuations are

suppressed in the CO limit. Nevertheless oscillator fluctuations remain energetically

favorable and can be analyzed with a bosonic model derived by perturbation theory.

In the normal phase (µ < 1) the mean-field ground state |−j〉 ⊗ |vac〉 is given by

the product of the Jz eigenstate | − j〉 to the smallest eigenvalue −j and the bosonic

vacuum. Since ∆ � Ω we only consider the low-energy sector of the Hilbert space

which consists of all states |−j〉 ⊗ |ψbos〉 for a given bosonic state |ψbos〉. Perturbation

theory gives an effective low-energy model with Hamiltonian H<
bos, which is given in

Eq. (14) on page 4 in Article I. In the superradiant phase (µ > 1) fluctuations above

the mean-field state |θ〉⊗ |α〉 with θ 6= 0 have to be considered. Therefore perturbation

theory has to be applied to the Hamiltonian with spin and oscillator operators, which

are rotated and shifted by the corresponding ground state expectation values. The

resulting Hamiltonian H>
bos is given in Eq. (17) on page 4 in Article I. For µ → 1,

5
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H>
bos coincides with H<

bos. H≶
bos is the Hamiltonian of a squeezed (for µ > 1 also

displaced) harmonic oscillator and can be diagonalized by a unitary transformation.

The transformed Hamiltonian allows for a simple evaluation of the oscillator variance

of the oscillator position q = (a+ a†). As further pointed out in Article I, the variance

obtained from H≷
bos is

∆q =

{
(1− µ)−1/2 if µ < 1 ,

(1− 1/µ2)−1/2 if µ > 1 .
(10)

Obviously the oscillator variance diverges at the critical coupling µ = 1, which results

from the diverging number of oscillator fluctuations, introduced by the term (a + a†)2

in H<
bos.

The influence of quantum fluctuations can also be measured by the spin-oscillator

entanglement entropy S = −Tr[ρ ln ρ] whereas ρ is either the reduced spin or oscil-

lator density matrix. The mean-field state, which neglects spin as well as oscillator

fluctuations would suggest a Heaviside function for the entanglement entropy. While

the nondegenerate ground state would give S = 0 below µ = 1, above the QPT the

entropy would be S = ln 2 for the twofold degenerate ground state. Quantum fluctua-

tions modify this behavior significantly. In the CS limit, diverging spin and oscillator

fluctuations lead to criticality of entanglement [Lambert04, Lambert05] whereas the

entropy diverges at µ = 1 with critical exponent 1/4 [Lambert05, Vidal07].

For fixed spin length j the entropy is bounded by S ≤ ln(2j+1), but suppressed spin

fluctuations in the CO limit lead to the much stricter condition S ≤ ln 2. For µ < 1 the

entropy SCO vanishes, since the ground state is a product state even when oscillator fluc-

tuations are included, as confirmed by perturbation theory. For µ > 1 the entanglement

entropy is calculated from the reduced spin density matrix of the symmetrized ground-

state wave function |ψ〉 = 1/
√

2 (|θ〉 ⊗ |α〉 ± |−θ〉 ⊗ |−α〉) . Although the two oscillator

coherent states are orthogonal (〈α|−α〉 = 0), the spin coherent states are not and the

eigenvalues of the reduced spin density matrix are given by µ± = 1±〈θ|−θ〉 = 1±cos2j θ.

Then the entanglement entropy is given by SCO = −µ− lnµ− −µ+ lnµ+ and in explicit

form in Eq. (24) on page 5 in Article I.

We show SCO[µ > 1] together with SCS in Fig. 3 (left panel). While SCO = 0 for

µ < 1, it increases from 0 to ln 2 for µ > 1. In the middle and right panel of Fig. 3

we show how the entropy S converges to the analytical results of the classical limits.
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1.2 Quantum phase transition in the Dicke model

We start with the values j = 5,Ω/∆ = 1. Approaching the CS limit by increasing j

with fixed Ω/∆ the divergence of S at µ = 1 develops. Approaching the CO limit by

decreasing Ω/∆ with fixed j the entropy S remains small and converges to a continuous

function bounded by ln 2.

Results II: Variational ansatz All results so far are obtained by numerical diag-

onalization for the quantum regime or mean-field theory for the classical limits. In

addition our analysis shows how quantum fluctuations around the mean-field state can

be included within perturbation theory close to the CO limit. We now ask whether it is

possible to go beyond the mean-field description and directly include quantum effects

in a variational ansatz for the ground state. We demand not only that the ansatz per-

forms well before the classical limit, i.e., in the regime where mean-field theory fails.

We also demand that the ansatz becomes exact in the classical limit, in such a way

that the leading quantum corrections are contained. Therefore we improve the mean-

field ansatz by including spin-oscillator entanglement and fluctuations. We propose the

variational ansatz

|ψ〉 = Dx(η)|φ〉 ⊗ |χ〉 (11)

with the unitary transformation Dx(η) given in Eq. (21) on page 4 in Article II. The

variational parameter η (η ∈ R) controls the unitary transformation. For η = 0 we

recover the mean-field ansatz. For η 6= 0 the transformation can be interpreted as an

oscillator shift that depends on the Jx-eigenvalues. This shift introduces spin-oscillator

correlations and allows for non-classical fluctuations. The spin state |φ〉 and oscillator

state |χ〉 depend on η and have to be determined within the minimization procedure.

The inclusion of spin-oscillator correlations in the variational state leads to a non-

vanishing entanglement entropy S for η > 0. For η = 0, the reduced spin density matrix

ρs = |φ〉〈φ| is a pure state with S = 0. For η →∞, ρs becomes a diagonal matrix and

the entropy attains its maximal value for the given state |φ〉. However for each η the

entropy is bounded by S ≤ ln(2j + 1).

The energy minimization of the variational ground-state energy 〈ψ|HD|ψ〉 can be

performed in a similar manner to the derivation of the mean-field state. By tracing out

the Hamiltonian in the oscillator state |χ〉 or the spin state |φ〉 we obtain the effective

spin Hamiltonian

Hsp = ξ1Jz + ξ2J
2
x + ξ3Jx , (12)

and the respective oscillator Hamiltonian

Hbos = ξ4 cosh[η(a† − a)] + Ωa†a+ ξ5(a† + a) . (13)

The parameters ξ1, ξ2, ξ3 (ξ4, ξ5) depend on the variational parameter η and are expec-

tation values of various oscillator (spin) operators with respect to the oscillator state |χ〉
(spin state |φ〉). The states |φ〉 and |χ〉 are then given as the respective ground states

of the effective Hamiltonians Hsp and Hbos. Due to the terms J2
x and cosh[η(a† + a)],

|φ〉 and |χ〉 can not be spin or oscillator coherent states. Instead these states have to

7



1 Summary

0 1 2
µ

-2

-1

0

1

E
/j
, 
〈J

z
〉/

j,
 〈

J
x
〉/

j,
 S

0 1 2
µ

0

2×10
-3

4×10
-3

e
n

e
rg

y

1_
j E

1_
j
〈J

z
〉

1_
j
〈J

x
〉

S

E
mf

E
mf

-E

E
V
-E

×10
-2

(a) (b)

0 1 2
µ

-2

-1

0

1

E
/j
, 
〈J

z
〉/

j,
 〈

J
x
〉/

j,
 S

(c) (d)

0 1 2
µ

0

0.02

0.04

e
n
e
rg

y

0.0046

0.0236

1_
j E

1_
j
〈J

z
〉

1_
j
〈J

x
〉

S

E
mf

-E

E
V
-E

Figure 4: Comparison of the prediction of the variational ansatz with the true ground-
state results from numerics, for j = 1
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displayed as a function of the coupling µ. Crosses indicate the variational results. In
(b,d) we show the deviation EV − E (Emf − E) of the variational energy EV (the
mean-field energy Emf) from the true energy E. (Adapted from Article II)

be determined through a self-consistent computation of the respective ground states.

In practice an iterative scheme is used to determine the ground states of Hsp and Hbos

alternating, with the updated parameters ξ1, ξ2, ξ3 and ξ4, ξ5.

All results are obtained with the HamiltonianHD+εJx that includes a small symmetry-

breaking term εJx, similar to the calculations with numerical diagonalization. With

the given perturbation one of the symmetry-broken states for µ > 1 and large j is

selected, which makes convergence to the classical limit possible. In Fig. 4 we compare

for j = 1/2 (left panel) and j = 5 (right panel) the prediction of the ansatz with the

exact results for the expectation values 〈H〉, 〈Jx〉, 〈Jz〉 and the entanglement entropy

S. For j = 1/2 the agreement between variational and exact results are very good.

In particular the ansatz correctly predicts a vanishing order parameter 〈Jx〉 = 0. The

rise of the entropy for increased coupling µ shows that the inclusion of spin-oscillator

entanglement in the ansatz through the unitary transformation is the key point in or-

der to improve mean-field theory. Nevertheless the ansatz has a significant artefact,

which is revealed at larger j as a jump in the curve for S and 〈Jx〉 and a kink for 〈Jz〉.
This artefact is typical for the variational procedure and results out of the variational

energy landscape. While for small and large coupling only one single minimum exists,

in between two local minima exist, which switch the role of the global minimum such

that a first order phase transition is predicted. Of course in reality such a transition

can not occur, as described at the beginning of the section.

Further discussion on the artificial behavior of the variational ansatz and its behavior

in the limits of the fast oscillator (Ω → ∞) or the large spin (j → ∞) is given in

Article II.
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1.3 Regular dynamics of the Dicke model far and near the classical limit

1.3 Regular dynamics of the Dicke model far and near

the classical limit

Entanglement-driven collapse and revival We now turn to the dynamics of the

Dicke model. We examine the phenomenon of collapse and revival (CR) of Rabi os-

cillations in the nonresonant case, i.e., for Ω � ∆ and Ω � ∆. Collapse and revival

as described in the simpler Jaynes-Cummings model [Jaynes63] of one oscillator and

one atom (a spin-1/2) at resonance, is a fundamental consequence of field quantization

[Rempe87, Brune96]. It involves the generation of atom-field entanglement and non-

classical Schrödinger cat states [Eberly80, Gea-Banacloche90]. For atomic ensembles

with more than one atom CR has been discussed previously only in the rotating wave

approximation (RWA) [Agarwal97, Klimov98], which is valid only near resonance.

In our analysis we examine the time evolution of the initial product state |ψ(0)〉 =

|θ0〉 ⊗ |α0〉 of a spin coherent state |θ0〉 and an oscillator coherent state |α0〉. For

our calculations we set |α0| � 1, such that the oscillator is nearly classical. For the

numerical time propagation we use the Chebyshev technique [Tal-Ezer84], keeping 103

bosons in the calculation to limit the error from the truncation of the bosonic part of

the Hilbert space.

The emergence of the CR pattern in the observables 〈Jx/z(t)〉 is shown in Fig. 5 for

different time scales. On the shortest time scale [panel (a)] both observables perform

fast oscillations with the natural spin frequency ∆. On a longer time scale [panel (b)],

oscillations in 〈Jz(t)〉 are modulated by oscillations with the natural oscillator frequency

Ω. The latter are called Rabi oscillations since they arise from the coupling of the spin

to a classical field. On the time scale of the first 5 to 10 oscillator periods 2π/Ω

[panel (c)] the collapse of the Rabi oscillations takes place. On the longest time scale

considered [panel (d)] Rabi oscillations reappear with a revival time of TR/(2π/Ω) ≈
100 field oscillations. The emergence of CR is closely associated with the buildup of

entanglement, which we measure with the entanglement entropy S as defined in the

previous section. Starting with S = 0 for the initial product state, the entropy increases

during the collapse phase up to its maximal possible value ln(2j + 1). The revival

coincides with decreased S, since the wave function returns to the initial product form.

A similar behavior is found for the oscillator (field) variance ∆f , defined in Eq. (6) on

page 2 in Article III.

The reduced state of oscillator and spin can be visualized by its respective Husimi

function [Zhang90], which is by definition the probability of finding the oscillator or

spin in a coherent state |α〉 or |θ〉. In Fig. 6 we show the oscillator Husimi function

Qf (α) = |〈α|ψ〉|2 corresponding to the spin dynamics shown in Fig. 5 at different

times during the collapse phase. The Husimi function has several Gaussian peaks,

which indicates a splitting of the initial coherent state into several coherent states,

each rotating on a given circle in phase space. If some but not all coherent states

merge, a partial revival occurs, e.g., at t = TR/2 ≈ 50 × (2π)/Ω, which confirms the

behavior of the variance.

Perturbation theory Here we outline the explanation of the CR mechanism in the

nonresonant Dicke model based on perturbation theory. The full derivation is given in

Article III.
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Figure 5: CR dynamics for j = 3/2, Ω/∆ = 0.01, λ/∆ = 0.01 and θ0 = π/2, α0 = 5
for the initial state. (a)-(d): spin expectation values 〈Jx(t)〉 (black) and 〈Jz(t)〉 (blue)
over different time scales, whereas panels (b)-(d) show the envelope of the fast spin
oscillations. (e): entanglement entropy S(t) (red) and field variance ∆f (t) (green).
(Adapted from Article III)

Standard non-degenerate perturbation theory up to second order provides correction

to the eigenstates and eigenvalues of the noninteracting Hamiltonian, which can be

expressed as

|ψ(t)〉(2) = U † exp[−iH̃t]U |ψ(0)〉 , (14)

for the perturbative wave function. The overall unitary time-evolution operator con-

tains an effective Hamiltonian

H̃ = −∆Jz + Ωa†a− ωE(2a†a+ 1)Jz − ωSJ2
z (15)

and a unitary transformation of states via

U = exp
[
− 2ωS

λ
(a† − a)Jx − i

2ωE
λ

(a† + a)Jy

]
, (16)

where we have introduced the two frequencies

ωE =
λ2∆

2(∆2 − Ω2)
, ωS =

λ2Ω

2(∆2 − Ω2)
. (17)

Because of its unitary form, the perturbative wave function remains valid for long

times and large |α0| as long as λ|α0| � |∆2 − Ω2|. The central information about the

nonresonant CR mechanism manifests in two opposite time scales. The “entangling”

time TE = π/|ωE | is associated with the term a†aJz in H̃, which is the origin of the

spin-dependent field splitting observed in Fig. 6. The “squeezing” time TS = π/|ωS |
is interrelated to the term J2

z , which affects only the spin state and thus generates no

additional entanglement, but squeezing of spin coherent states. The ratio TE/TS =

Ω/∆ determines which mechanism dominates the initial dynamics.
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Figure 6: Oscillator Husimi function Qf (α) for times t/(2π/Ω) = 10, 25, 50 corre-
sponding to the spin dynamics shown in Fig. 5. The radius of the dashed circle is given
by the amplitude α0 of the oscillator coherent initial state. (Adapted from Article III)

To further investigate the structure of the perturbative wave function one has to ap-

ply one after another of the unitary operators in Eq. (14) onto the initial product state

|θ0〉⊗ |α0〉. We assume |α0| � 0 so we can substitute the operators a†+a and i(a†−a)

in the unitary transformation U from Eq. (16) by the scalars 2 Reα0 and 2 Imα0. Then,

U reduces to the spin rotation operator R(a, b) = exp[i(aJx−bJy)] with (a, b ∈ R). Spin

coherent states remain coherent under rotation, i.e., U [|θ0〉 ⊗ |α0〉] = |θ0+δθ〉 ⊗ |α0〉
with the angle δθ given in Eq. (20) on page 3 in Article III. The following application

of exp[−iH̃t] rotates the oscillator component of each of the (2j + 1) Jz-contributions

|m〉 contained in the spin state. Since the operator a†a rotates an oscillator coherent

state according to exp[iξa†a]|α〉 = |exp(iξ)α〉, we get a spin-projected superposition

of coherent states as given in Eq. (21) on page 3 in Article III. At the end the in-

verse transformation U † is applied, which leads again to a spin rotation, but now the

arguments of R(·, ·) depend on the amplitudes of the spin-projected oscillator coher-

ent states. The resulting rotated spin contributions |σm(t)〉 are given in Eq. (24) on

page 4 in Article III. Putting all results together, the structure of the perturbative wave

function |ψ(t)〉(2) is given as

|ψ(t)〉 =

j∑

m=−j
ψm(t) |σm(t)〉 ⊗ |αm(t)〉 , (18)

with a set of spin states |σm(t)〉 and oscillator coherent states |αm(t)〉.
Explicit expressions for spin and oscillator expectation values follow easily from the

given form of the wave function. As shown in Article III these perturbative results

are in excellent agreement with the exact results obtained from numerics. In addition

a qualitative understanding of CR in perturbation theory can be obtained from the

derived expressions. In the following we consider the case Ω � ∆. In the initial

dynamics for t � TE , TS differences between the coherent state parameters αm(t) are

negligible and the wave function has the product form |ψ(t)〉 ≈ |σ(t)〉 ⊗ |α0e
−iΩt〉. The

spin state |σ(t)〉 is obtained from |θ0〉 through three rotations around different axes,

the rotation with the spin operator R, the rotation from the effective Hamiltonian as

exp[it∆Jz], and then again from R which presently does not depend on m. The spin

part of the wave function thus remains coherent, which leads to the described Rabi

oscillations. For times t ∼ TE � TS the term a†aJz becomes important, leading to
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Figure 7: Emergence of oscillator cat states for Ω/∆ = 0.05, λ/∆ = 0.02, j = 10, and
θ0 = π/4, α0 = 3. 1st panel: Qf (α) at t/(2π/Ω) = 25. 2nd panel: Schmidt coefficients.
3rd and 4th panel: Qf (α) of the two largest contribution in the Schmidt decomposition
with weight 0.37 and 0.25. (Adapted from Article III)

the splitting of the initial coherent oscillator state |α0〉 into 2j + 1 coherent states

|αm〉. Because different |m〉-states are orthogonal, the oscillator is in an incoherent

superposition. The collapse of Rabi oscillations is a consequence of the decreasing

overlap |〈αm(t)|αm′(t)〉| = exp[−|α0|2(1−cos δαmm′)] with δαmm′ = 2π(m−m′)(t/TE).

From this equation and the explicit form of αm(t) given in Eq. (22) on page 4 in

Article III we observe that periodic revivals occur at multiples of the entangling time

TE .

Schrödinger cat states Closely associated with the collapse of the wave function is

the generation of spin and oscillator cat states. These states appear as linear combina-

tions of well-separated spin or oscillator coherent states, e.g., |α〉 ± |−α〉 for |α| � 1.

An example of such a superposition of oscillator coherent states is given in the leftmost

panel of Fig. 7, which shows the Husimi function Qf (α) of the oscillator state at the

beginning of the collapse phase. In order to check if the superposition is coherent, we

decompose the wave function into mutually orthogonal states according to the Schmidt

decomposition [Horodecki09]. The corresponding eigenvalues are shown in the second

panel of Fig. 7, indicating five relevant contributions. The Husimi function of the two

greatest eigenvalues are shown in the two most right panels of Fig. 7. Field cat states

can be identified in both components, showing that the field superposition is partially

coherent. This result is already anticipated by the perturbative wave function. If the

spin states |σm(t)〉 in Eq. (18) were mutually orthogonal the field superposition seen in

Qf would be completely incoherent. However, these states are not orthogonal due to

the rotation with U †, which allows for a coherent superposition and the appearance of

field cat states.

Collapse and revival and the classical field limit We now turn to the dynamics

exactly at and near the classical limit of the Dicke model. First we derive the semiclassi-

cal (SC) equations of motion, which become exact in the CS (j →∞) and CO (Ω→ 0)

limit. One way to obtain the SC equations is to start with the Ehrenfest equations of

motion d〈A〉/dt = i〈[H,A]〉 for the spin (Jx, Jy, Jz) and oscillator (a(†)) observables. In

the SC approximation spin-oscillator correlations are neglected [Graham84], i.e., mixed

operator products are substituted according to e.g., 〈(a† + a)Jz〉 7→ 〈a† + a〉〈Jz〉. This
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Figure 8: Comparison of the exact dynamics from numerical diagonalization with the
prediction from perturbation theory, the SC approximation and the driven spin (atom)
model for j = 1/2, Ω/∆ = 0.01, λ/∆ = 0.02 and θ0 = π/2, α0 = 5. Left panel: All four
descriptions agree for short times. Right panel: Only perturbation theory is capable
to correctly predict the collapse while the entanglement entropy S(t) (red) increases.
(Adapted from Article III)

results into the SC equations of motion

∂tJ = B(α)× J , i∂t α = Ωα+ λ〈Jx〉 . (19)

While the oscillator evolves under the influence of an external force λ〈Jx〉, the spin

is driven by an effective magnetic field B(α) = (2λReα, 0,∆) which depends on the

oscillator state α. A second method to obtain the SC equations (19) illustrates the

resemblance with the mean-field description of the QPT in Section 1.2. The SC approx-

imation of neglecting spin-oscillator correlations is equivalent to the assumption that

the coupled spin-oscillator system remains in the product state |ψSC〉 = |z(t)〉 ⊗ |α(t)〉,
with the complex valued amplitude z = e−iφ tan(θ/2) for the coherent spin state. The

time dependence of |ψSC〉 follows from the Dirac-Frenckel time-dependent variational

principle [Dirac30, Frenkel34]. The equation of motion is

d

dt
|ψSC〉 = P 1

i
H|ψSC〉 , (20)

where P is the orthogonal projection onto the tangent space of the manifold of |ψSC〉
states. Evaluation of the projection gives the equations of motion (19).

We now consider the limit Ω → 0 of the classical oscillator with negligible energy

quantization. Since CR for Ω � ∆ does not depend on the nonclassical properties of

a quantized field, but only on the possibility of atom-field entanglement, one would

expect the collapse of Rabi oscillations also in the classical oscillator limit. This limit

can also be defined as the limit |α0| → ∞, keeping λ|α0| constant. Then, the oscillator

evolves independently of the spin because the strength of the influence of the spin on

the field given by λ〈Jx〉 goes to zero for λ → 0 and finite j. However the influence of

the field on the spin given by λ〈a+ a†〉 remains finite. Then, the Dicke model reduces

to the model of a spin driven by the external field B(t) = (2λα0 cos Ωt, 0,−∆). The
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Figure 9: Schematic diagram of the mean-field description and perturbation theory for
the Dicke ground state and dynamics. The mean-field QPT and semiclassical dynam-
ics follow from variational calculations from the coherent product state, which entirely
neglects quantum entanglement and fluctuations. Perturbation theory accounts for the
leading order of quantum corrections, featuring e.g., the criticality of oscillator fluctu-
ations close to the QPT in the CO limit and the entanglement-driven CR mechanism
in the dynamics.

spin expectation values J = (〈Jx〉, 〈Jy〉, 〈Jz〉) obey the equations of motion

∂tJ = B(t)× J . (21)

The SC equations of motion (19) reduce to the Eqs. (21) in the classical oscillator limit.

In Fig. 8 we contrast the results from numerical exact propagation, the semiclassical

equations, perturbation theory, and from the simplified Eqs. (21) of the driven spin.

For short times (left panel) all four descriptions agree and show Rabi oscillations, which

are characteristic for classical field dynamics. For longer times (right panel), significant

entanglement is generated over the first few periods of the natural oscillator frequency

Ω. Since the SC approximation relies on the product state assumption, it cannot ac-

count for entanglement and consequently misses the collapse of Rabi oscillations. In

particular the SC approximation does not even improve the results from the model in

Eq. (21) with entire classical field dynamics. However perturbation theory provides the

correct result.

Figure 9 summarizes our explanations on the mean-field description of dynamics and

the ground state of the Dicke model and the perturbative approach to include quantum

correlations and entanglement. The mean-field state |α〉 ⊗ |z〉 contains all information

on the ground state and the dynamics, emerging exactly in the classical limit. The

ground state featuring the QPT is obtained by means of the standard (“static”) vari-

ational principle. The dynamics of the classical model is derived by means of the

Dirac-Frenckel (“dynamical”) variational principle. In each case the mean-field de-

scription neglects quantum correlations and entanglement between spin and oscillator.

However, as pointed out in the previous sections, close to the classical limits quantum

fluctuations can become significant in the dynamics and even critical in the ground
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1.3 Regular dynamics of the Dicke model far and near the classical limit

state. To account for these quantum corrections we apply perturbation theory. In that

way we obtain an effective low energy model H≶
bos for the ground state, which gives the

diverging oscillator variance at the critical coupling. For the dynamical case, we derive

a perturbative wave function |ψ(t)〉(2) as a superposition of nearly classical field states,

each “tagged” with an associated spin configuration. We are able to construct this

state as a sequence of unitary time-evolution operators applied to the initial product

state. This structure makes it possible to distinguish between different mechanism of

CR, i.e., entanglement generation for Ω� ∆ and spin squeezing for Ω� ∆.

Classical and quantum collective modes The buildup of entanglement during

CR for Ω� ∆ hinders to follow the dynamics of quantum observables into the classi-

cal limit. For a direct comparison of quantum and classical dynamics more adequate

measures have to be applied. We start with the dynamics in the vicinity of the sta-

tionary solutions of the classical equation of motion (19) and compare the collective

response of the Dicke model for small perturbations of the ground state in the classical

and quantum regime. In Section 1.2 the stationary solution is stated, which gives the

ground state in the CS and CO limit. We now consider small (complex valued) oscil-

lations z = zs + δz, ᾱ = ᾱs + δᾱ around a stationary solution. The deviations δᾱ, δz

satisfy a linear equation of motion, which is shown in detail in Article IV. The full dy-

namical response to the perturbation is given by the set of eigenvalues and eigenvectors

of this equation. It reveals the existence of two collective modes with frequencies ω±
and weights w±. The frequency ω− of the lower mode vanishes at the critical coupling

µ = 1, which signals the second order QPT. The frequencies obtained from the SC

equations were derived previously by means of the Holstein-Primakoff transformation

of the spin operators in Ref. [Emary03a].

For the quantum regime we proceed in a similar manner to the classical case. We

slightly disturb the ground state and determine the time evolution of the wave function.

The initial state is given as the ground state, rotated around the y-axis according to

|ψδ〉 = S(δθ)|ψ0〉 with S(θ) = eiθJy and δθ � 1. From the linearization of the expec-

tation value 〈ψδ(t)|Jx|ψδ(t)〉 for small δθ we identify the commutator Green function

〈〈Jx(t); Jy〉〉 = i〈ψ0|[Jx(t), Jy]|ψ0〉 , (22)

as the relevant quantity for the comparison with the SC result. We compute the Fourier

transform 〈〈Jx; Jy〉〉ω of the Green function with the Kernel Polynomial Method [Weiße06]

which allows us to treat large j. As for the Chebyshev time propagation technique, up

to 103 bosons are kept in the bosonic part of the Hilbert space to limit the error from

truncation. As shown in full detail in Article IV, the Green function consists of several

peaks, whereas a pair of two peaks close to the classical frequencies ±ω± dominate the

spectrum already for low j. For a quantitative comparison with the classical limit, we

show in Fig. 10 the peak positions and weights as extracted from the Green function

for j = 10. Already for this rather low spin length we observe that the position of

the peaks with the most weight are located close to the classical frequencies ω±. As

shown in Fig. 3 on page 4 in Article IV the quantum mechanical Green function indeed

converges with increased j to the result in the classic limit, in the sense that the weight

15



1 Summary

0 1 2 3
µ

0

0.2

0.4

0.6

0.8

w

j =  10 w
+

w
-

Figure 10: Position (left panel) and weight (right panel) of peaks in the Green function
〈〈Jx; Jy〉〉ω for Ω/∆ = 1 and j = 10. The dashed lines show the frequencies ω± and
weights w± of the classical collective modes. The quantum excitation spectrum is
characterized by a huge number of branches with avoided crossings. Those branches of
the spectrum which gain significant spectral weight are accentuated by different colored
symbols. (Adapted from Article IV)

of the dominant peaks increases and its position shifts towards the frequencies ±ω± of

the classical collective modes.

1.4 Route to chaos in Dicke and optomechanical systems

We now turn to the general nonequilibrium dynamics at higher energy and large cou-

pling. In this regime the classical dynamics is distinguished by the onset of chaotic

motion. In the quantum case additional corrections beyond the leading order of the SC

approximation arise, e.g., from quantum diffusion in phase space.

Here we outline a comparative analysis of Hamiltonian chaos for the Dicke model

and driven dissipative chaos for the optomechanical system. For the Dicke model the

classical dynamics is given by the SC equations derived in the previous section. For the

dissipative dynamics of the optomechanical system we have to start from the quantum-

optical Master equation

dρ

dt
= −i[HO, ρ] + ΓD[b, ρ] + κD[a, ρ] , (23)

for the density matrix ρ(t). The dissipative terms given in Lindblad form,

D[L, ρ] = LρL† − 1

2
(L†Lρ+ ρL†L) (24)

for L ∈ {a, b}, account for radiative cavity losses (∝ κ) and cantilever damping (∝ Γ).

We assume zero bath temperature. The relevant parameters entering the dynamics are

the laser-cavity detuning ∆/Ω, the pump parameter P = 8α2
Lg

2
0/Ω

4, and the quantum-

classical scaling parameter σ = g0/κ. The scaling parameter can equally be written

as σ = xzpt/xres and then relates the zero-point fluctuations xzpt =
√
~/(2mΩ) of

the cantilever (with mass m) to the resonance width xres of the cavity [Ludwig08].
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1.4 Route to chaos in Dicke and optomechanical systems

While xres is a classical quantity, which characterizes the cavity quality, xzpt is of order

~1/2 such that σ vanishes for ~ → 0. Variation of σ thus allows us to follow how the

quantum dynamics of the optomechanical system evolves towards the classical dynamics

in the bad-cavity limit σ � 1. The SC equations now follow from the equation of

motion for the expectation values d/dt〈A〉 = Tr(Adρ/dt) for A ∈ {a, b}. Similar to the

SC equations for the Dicke model we now apply the SC approximation by neglecting

quantum correlations, e.g., 〈(b† + b) a〉 ≈ 〈b† + b〉〈a〉 and obtain

dα

dτ
= i

[
∆

Ω
α− (β + β∗)α− 1

2

]
− κ

2Ω
α , (25)

dβ

dτ
= −i

[
P

2
|α|2 + β

]
− Γ

2Ω
β (26)

for the rescaled cavity and cantilever amplitude α = (Ω/(2αL))〈a〉, β = (g0/Ω)〈b〉 with

the rescaled time τ = Ωt.

Classical Hamiltonian and dissipative chaos Depending on initial conditions

and system parameters classical orbits are either regular or chaotic. The stability of

classical orbits is distinguished by means of the maximal Lyapunov exponent Λ(t) for

t → ∞, which we calculate with the “standard method” [Benettin80a, Benettin80b].

The sum over all Lyapunov exponents is equal to the divergence of the vector field

∂gk/∂xk of the respective dynamical system, dxk/dt = gk(xn) written in “standard”

form. The sum thus vanishes for the Hamiltonian Dicke system and equals −(κ+ Γ)/Ω

for the driven dissipative optomechanical system.

Due to energy conservation the Dicke model is effectively a four-dimensional Hamil-

tonian system and the Lyapunov exponents appear in two pairs ±Λ1(t), ±Λ2(t). Since

motion along the orbit is stable, two exponents ±Λ2(t) always vanish. Therefore regular

and chaotic motion is distinguished by the remaining exponent Λ1(t), which vanishes

in the limit t → ∞ for a regular orbit, while Λ1(t) > 0 for a chaotic orbit. For given

energy E the global structure of phase space can be visualized by means of Poincare

plots as given in the left panel of Fig. 11. Plotted are the values Jx(t), Jy(t) at those

times where the orbit intersects the plane Q(t) = Re ᾱ(t) = 0. For small coupling the

whole accessible area of the Poincare plot is covered by invariant curves, correspond-

ing to quasiperiodic motion. Increasing the coupling, the “chaotic sea” emerges and

eventually covers the whole area for sufficiently strong coupling.

In the optomechanical system the simplest regular orbits are given by cantilever os-

cillations x(τ) = x̄+ cos(Ωτ) with the static displacement x̄ and the natural cantilever

frequency Ω. Beyond a certain driving strength a period-doubling bifurcation (PDB)

occurs and a new limit cycle with twice the period emerges. While the maximal Lya-

punov exponent is negative for periodic motion, it vanishes at the point of the PDB.

Increasing the coupling further additional PDBs occur, leading to multi-periodic limit

cycles. Eventually chaotic motion occurs, which is indicated by a positive Lyapunov

exponent. The route to chaos is illustrated by bifurcation diagrams as given in the right

panel of Fig. 11. We plot the observed amplitudes extracted from the numerical so-

lution as shown in Article V. The up-spring of subsequent branches in the bifurcation
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Figure 11: Route from classical regular motion to chaotic dynamics. Left: Poincare
plots for energy E = −0.5 and increasing coupling for the Dicke model. Right: bifurca-
tion diagram of the limit cycle amplitude for increasing driving for the optomechanical
system. (Adapted form Article IV and V)

diagram shows PDBs leading into the chaotic regions. With increased driving more

and more complex intertwined sequences of windows of regular and chaotic dynamics

emerge.

Signatures of chaos in quantum dynamics I: Dicke model We now turn to

the quantum dynamics and begin with the Dicke model. Quantum trajectories start

from the initial state |ψ(0)〉 = |α(0)〉⊗ |z(0)〉 which correspond to the initial conditions

from the respective classical orbit. As shown in Article IV classical and quantum

trajectories – the latter are given by the expectation values (〈Jx(t)〉, 〈Jy(t)〉) – agree

only over a short time period, the Ehrenfest time TEh. Convergence of the quantum to

classical trajectory, which is equivalent to an increasing of TEh for increased j is slow or

absent. Coincidence of classical and quantum orbits is given only as long as the wave

function approximately remains in the product state form. However classical drift and

quantum diffusion change significantly the form of the wave function.

A better comparison of classical and quantum time evolution is thus given by phase

space functions, e.g., the spin Husimi function Q(θ, φ; t) = |〈θ, φ|ψ(t)〉|2. The Husimi

function for a coherent state covers a phase space volume ∝ 1/j and thus Q(θ, φ; · )
strikes to a point in the limit j → ∞. The time evolution of the joint spin-oscillator

Husimi function Q(z, α; t) is determined by a Fokker-Planck equation with a classical

drift and a quantum diffusion term [Altland12a, Altland12b]. The latter vanishes in

the CS limit and the Husimi function reduces to a classical probability function which

obeys the Liouville equation. Therefore convergence of the quantum to the classical

dynamics is observed in the way that the spin Husimi function traces out the phase

space region which is accessible to the classical orbits. This is illustrated for a regular

orbit in the first and second panel of Fig. 12. For a point of time T far beyond TEh we

plot the (〈Jx(t)〉, 〈Jy(t)〉)-trajectory in the time interval [0, T ] and the Husimi function

at time T . The quantum trajectory has lost all resemblance to the classical trajectory

and is given as a spiral to the origin showing the collapse of the wave function. However
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Figure 12: Delocalization of a wave function in the Dicke model vs. localization of an
Monte Carlo wave function in the optomechanical system. 1st panel: quantum (red,
j = 400) and classical (black) trajectory of the Dicke model for ∆/Ω = 1, µ = 0.6 and
〈Jx(0)〉 = 0, 〈Jy(0)〉 = 0.9 from t = 0 until t/(2π/∆) = 200. 2nd panel: corresponding
spin Husimi function at t/(2π/∆) = 200. 3rd panel: stroboscopic plot of a quantum
(red, σ = 0.01) and classical (black) trajectory of the optomechanical system for ∆/Ω =
−0.85, P = 1.5, κ/Ω = 1, Γ/Ω = 0.001 from t = 0 until t/(2π/Ω) = 150. 4th panel:
corresponding oscillator Husimi function of the cantilever at t/(2π/Ω) = 150. Note
that the size of the Husimi function is increased by a factor of 10 to enable visibility.

the Husimi function is tacked to the classical trajectory. Due to classical phase-space

drift and quantum diffusion the quantum state spreads along but not perpendicular to

the classical orbit.

The same mechanism performs also in the case of chaotic orbits. However in that

case the classical trajectory passes through the whole phase space and so does the

Husimi function. Furthermore the classical drift in the unstable direction dominates the

dynamics leading to an Ehrenfest time which scales as TEh ∼ Λ−1 ln(1/V ) [Schubert12],

with the maximal Lyapunov exponent Λ and the initial occupied phase space volume

V . In contrast, for a regular orbit the slow quantum diffusion along the orbit dominates

the Ehrenfest time, which then scales as TEh ∼ 1/
√
V . We can quantify the spreading

of the quantum state by means of the spin variance ∆J‖ = 〈J2
‖ 〉−〈J‖〉2 of a rotated spin

operator J|| = n ·J which is minimized over all the possible directions n = (nx, ny, nz)
T

with |n| = 1. The spin variance is invariant under rotation. It is ∆J‖ ≥ 0, and ∆J‖ = 0

precisely for a spin coherent state. We show ∆J‖ in Fig. 13 for quantum trajectories

with small (j = 2) and large (j = 400) spin length, corresponding to a classical regular

and a chaotic orbit. For j = 2 the variance behaves similarly for both orbits. However

for j = 400 the variance and thus the Ehrenfest time of the regular vs. chaotic orbit

scales differently. While for the regular orbit the variance is significantly reduced, for

the chaotic orbit it again grows fast and saturates at a level not much smaller than

that for j = 2.

The filling of the entire energy shell of the Husimi function for a chaotic orbit can be

understood as a signature of microcanonical thermalization [Altland12a, Altland12b].

Nevertheless time evolution of the Hamiltonian Dicke model is reversible and the initial

coherent state reappears due to the CR mechanism which is shown in Section 1.3. In

order to attain true irreversibility and the approach to an stationary equilibrium state,

one has to include the coupling to an environment as in the case of the optomechanical

system.
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Figure 13: Spin variance ∆J‖ as a function of time for a quantum trajectory with
j = 2 (left) and j = 400 (right) corresponding to a classical regular and chaotic orbit.
(Adapted from Article IV)

Signatures of chaos in quantum dynamics II: optomechanical model Here

nonlinear signatures emerge in the quantum dynamics close to the bad-cavity limit σ �
1. In this regime the photon and phonon mode are occupied up to high boson numbers

(〈a〉, 〈b〉 ∼ 103), which makes it impossible to directly solve the master equation (23)

(e.g. via Runge-Kutta type integrators). Instead we use the Monte Carlo (MC) method

of quantum state diffusion (QSD) [Diosi88, Gisin92], in which the density matrix ρ(t)

is unraveled in a classical ensemble of pure states. The time evolution of the MC state

is governed by a stochastic differential equation, which is given in its differential Itô

form by

|dψ〉 =− iHO|ψ〉dt+
∑

j

(
〈L†j〉Lj −

1

2
L†jLj −

1

2
〈L†j〉〈Lj〉

)
|ψ〉dt

+
∑

j

(Lj − 〈Lj〉) |ψ〉dξj ,
(27)

with 〈L(†)
j 〉 = 〈ψ|L(†)

j |ψ〉 and Lj ∈ {a, b}. While the first term depicts unitary time

propagation caused by the Hamiltonian, the second and third term describe the influ-

ence of the environment resulting in a drift of the state vector and random fluctuations.

The independent complex differential random variables dξj represent a complex nor-

malized Wiener process and satisfy

M dξj = M dξidξj = 0 , M dξ∗i dξj = δijdt , (28)

where M denotes the ensemble mean. The density operator is then obtained as the

mean over the pure state projectors, i.e. ρ(t) = M |ψ(t)〉〈ψ(t)|. In our work we apply

the QSD implementation of Schack and Brun [Schack97]. One advantage of QSD over

other unraveling methods, e.g., the quantum jump method [Mølmer93], is the dynamical

localization of the quantum trajectories on classical orbits [Schack95, Rigo96, Strunz98].

Taking advantage of dynamical localization, QSD was previously applied to study the

classical limit of quantized Duffing-type oscillators [Spiller94, Brun96, Kryuchkyan02]

and models for second harmonic generation [Zheng95].

Dynamical localization is in strong contrast to the delocalization of the wave function
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Figure 14: Comparison of the SC dynamics (σ = 0) of the cantilever position x(τ)
with the corresponding quantum dynamics from the ensemble average of 5000 MC
quantum trajectories (σ > 0). The figures present the case of a classical period-2 orbit
(left panel with ∆ = −0.85) and a chaotic orbit (right panel with ∆ = −0.7). In each
case P = 1.5, κ/Ω = 1, Γ/Ω = 0.001. (Adapted from Article V)

of a Hamilton system as shown in the third and fourth panel of Fig. 12. For a sufficient

low scaling parameter σ the quantum trajectory localizes on the classical limit cycle as

observed in the stroboscopic plot in the third panel. Correspondingly the phase space

density of the MC wave function, i.e., the Husimi function remains strongly coherent

during the time propagation.

The localization properties of MC trajectories are also found in the ensemble average

from which experimentally accessible quantities can be obtained. As an example we

show in Fig. 14 the time evolution of the cantilever position x(τ) after the initial

transient has faded out. The figure depicts for a classical (σ = 0) regular period-2

orbit and a chaotic orbit the corresponding quantum dynamics for two different values

of the scaling parameter σ. As a principal result we observe that quantum mechanics

favors simple periodic motion which does not need to have a classical counterpart.

This is clearly observed for the case σ = 0.1. The crossover from classical to period-1

motion depends on the complexity of the classical attractor. So, closer to the classical

limit (σ = 0.01) quantum dynamics agrees with classical dynamics only for simple

trajectories like the period-2 orbit shown in the figure. For the classically chaotic orbit,

however, the quantum trajectory shows simple period-1 oscillations even close to the

classical limit.

1.5 Conclusions

Modern cavity QED and cavity optomechanical systems realize the interaction of light

with mesoscopic devices, which exhibit discrete (atom-like) energy spectra or perform

micromechanical motion. Due to the large variety of experimental systems which cover

several orders of the coupling strength and the size of the material subsystem, funda-

mental questions concerning the coupling of a truly quantum system – the cavity light
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field – to a potentially classical system can be addressed. In this thesis we have studied

the crossover from the quantum regime to the classical limit of two prototypical mod-

els, the Dicke model and the generic optomechanical model. The physical problems

considered in this approach range from a ground state phase transition, its dynam-

ical response to general nonequilibrium dynamics including Hamiltonian and driven

dissipative chaotic motion.

The classical limit of these models follows from the classical limit of at least one of

its subsystems, i.e., the atomic (spin) system, the photon mode of the cavity or the

phonon mode of the cantilever. The classical equations of motion result from the re-

spective quantum equations through the application of the semiclassical approximation,

i.e., the neglect of quantum correlations. The approach of the results from quantum

mechanics to the prediction of the classical equations can be obtained by subsequently

decreasing the respective scaling parameter, i.e., the inverse spin length or the photon

frequency for the Dicke model, or the ratio of the photon-phonon coupling parame-

ter over the inverse photon lifetime for the optomechanical system. In this way the

bosonic modes attain high occupation, which requires consideration of an increasing

number of oscillator number states in Hilbert space. In order to obtain exact results we

have utilized advanced numerical methods, e.g., the Lanczos diagonalization method

for ground state calculations, the Kernel Polynomial Method for dynamical response

functions, Chebyshev recursion for time propagation, and quantum state diffusion for

open system dynamics.

In Article I we have studied the quantum phase transition of the Dicke model in the

classical oscillator limit. Our work shows that in this limit the transition occurs already

for finite spin length but with the same critical behavior as in the classical spin limit. We

have derived an effective model for the oscillator degrees of freedom and have discussed

the differences of both classical limits with respect to quantum fluctuations around the

mean-field ground state. Furthermore the spin-oscillator entanglement remains small in

the classical oscillator limit, while it diverges at the transition in the classical spin limit.

In this article we have depicted also the limit of the high-frequency oscillator. Here, in

contrast to the classical oscillator limit, the spin degrees of freedom are described by

the Lipkin-Meshkov-Glick model. For the special case of a spin one-half, an alternative

limit can be defined which then replaces the quantum phase transition by spin frequency

renormalization.

In Article II we have proposed a variational ansatz for the Dicke model which extends

the mean-field description through the inclusion of spin-oscillator correlations. The

ansatz becomes correct in the limit of large oscillator frequency and in the limit of a large

spin. For the latter it captures the leading quantum corrections to the classical limit

exactly including the spin-oscillator entanglement entropy. For moderate spin lengths

however the ansatz encounters problems near the transition regime and then fails to

reproduce the precursors of the quantum phase transition. Our analysis illustrates the

principal limits of the variational method to correctly describe the critical behavior

emerging in the quantum regime ahead of a quantum phase transition. A possible

improvement of the ansatz with the prospect to overcome the artefacts remains an

open problem for future work.

In Article III we have studied the dynamics of spin and oscillator coherent states in

the nonresonant Dicke model at weak coupling. In this regime periodic collapses and
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revivals of Rabi oscillations occur, which are accompanied by the buildup and decay of

atom-field entanglement. The spin-oscillator wave function evolves into a superposition

of multiple field coherent states that are correlated with the spin configuration. In

our work we provide a description of the underlying dynamical mechanism based on

perturbation theory. Our analysis shows that collapse and revival at nonresonance is

distinguished from the resonant case treated within the rotating wave approximation

by the appearance of two time scales instead of one. The generation of either spin or

oscillator cat states during the collapse phase, accompanied by the buildup of atom-field

entanglement or atomic squeezing depends thus on the sign of the detuning between

the spin and oscillator frequency.

In Article IV we have extended our study of the Dicke dynamics to the case of

increasing spin length, as the system approaches the classical spin limit. We described

the emergence of collective excitations above the ground state that converge to the

coupled spin-oscillator oscillations observed in the classical limit. With increased spin

length the corresponding Green functions thus reveal quantum dynamical signatures of

the quantum phase transition. For the dynamics at larger coupling and energy, classical

phase space drift and quantum diffusion hinders the direct comparison of quantum and

classical observables. As we show in our work, signatures of classical quasiperiodic

orbits can be identified in the Husimi phase-space functions of the propagated wave

function and individual eigenstates with energies close to that of the quasiperiodic

orbits.

Our work on the quantum to classical crossover in the Dicke model is restricted to

a Hamiltonian system without dissipation. The analysis of the generic optomechanical

system given in Article V thus complements our study of cavity QED systems by a

quantum dissipative system. In this thesis we have shown for the first time, how the

route to chaos in the classical optomechanical system takes place, given as a sequence

of consecutive period doubling bifurcations of self-induced cantilever oscillations. In

addition to the semiclassical dynamics we have analyzed the possibility of chaotic mo-

tion in the quantum regime. Our results showed that quantum mechanics protects the

optomechanical system against irregular dynamics. In sufficient distance to the semi-

classical limit simple periodic orbits reappear and replace the classically chaotic motion.

In this way direct observation of the dynamical properties of an optomechanical system

makes it possible to pin down the crossover from quantum to classical mechanics. How-

ever the precise nature of the quantummechanical state of the coupled photon-phonon

system is not studied. Future work should therefore examine the influence of quantum

correlations and entanglement on the crossover from classical chaotic motion to the

simple periodic orbits of quantum mechanics.
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We study the quantum phase transition of the Dicke model in the classical oscillator limit, where it occurs
already for finite spin length. In contrast to the classical spin limit, for which spin-oscillator entanglement
diverges at the transition, entanglement in the classical oscillator limit remains small. We derive the quantum
phase transition with identical critical behavior in the two classical limits and explain the differences with respect
to quantum fluctuations around the mean-field ground state through an effective model for the oscillator degrees
of freedom. With numerical data for the full quantum model we study convergence to the classical limits. We
contrast the classical oscillator limit with the dual limit of a high-frequency oscillator, where the spin degrees of
freedom are described by the Lipkin-Meshkov-Glick model. An alternative limit can be defined for the Rabi case
of spin length one-half, in which spin frequency renormalization replaces the quantum phase transition.
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I. INTRODUCTION

For a system of a single spin coupled to a quantum harmonic
oscillator a quantum phase transition (QPT) [1] can take place
only in the classical limit of one of the two components, that is,
in the limit of infinite spin length or zero oscillator frequency.
Prior to the respective classical limit, the spin-oscillator system
admits no phase transition since symmetry-breaking states can
always be combined in a linear superposition that restores the
symmetry and reduces the energy further. In the classical limit
phase transitions become possible because different classical
states have zero overlap, which circumvents the previous
argument against symmetry breaking.

This type of QPT is realized in the Dicke model [2],

H = �Jz + �a†a + λ(a† + a)Jx. (1)

It describes an ensemble of 2j two-level atoms with transition
frequency � as a pseudospin of length j (using spin operators
Jx/z). The atoms are coupled to a single cavity mode of the
photon field with frequency � (using bosonic operators a(†)).
The Hamiltonian in Eq. (1) is invariant under the replacement
Jx �→ −Jx , a �→ −a. This symmetry is broken in a phase
transition, and the spin expectation value 〈Jx〉 serves as the
order parameter.

In the classical spin (CS) limit j → ∞ the Dicke model
features a thermodynamic phase transition from a high-
temperature state with 〈Jx〉 = 〈a〉 = 0 to a superradiant state
with a finite cavity field (〈a〉 �= 0) and macroscopic atomic
excitation (〈Jx〉 �= 0) at low temperatures [3–5]. The thermo-
dynamic phase transition is complemented at zero temperature

*Present address: Institut für Physik, Ernst-Moritz-Arndt-
Universität, 17487 Greifswald, Germany; alvermann@physik.uni-
greifswald.de

by a QPT from the zero field to the superradiant state at a
critical atom-field (i.e., spin-oscillator) coupling λc.

The driving mechanism behind the QPT is the critical
behavior of a classical energy functional for the spin, which
is obtained after integrating out the quantum-mechanical
oscillator. Strictly in the j = ∞ limit the ground state is
a mean-field (MF) product state of a spin and oscillator
coherent state. The order parameter 〈Jx〉 and the corresponding
susceptibility χ , which characterize the critical behavior,
converge to the classical results if the CS limit is approached
from j < ∞.

Modifications of the classical picture arise from quantum
corrections of order 1/j to the MF ground state [6,7]. Spin
and oscillator variances diverge and signal the breakdown of
the classical limit in the vicinity of the QPT. A characteristic
feature is the criticality of spin-oscillator entanglement [8–10],
which is related to the vanishing excitation gap at the QPT and
found for many different models in the CS limit [11].

In this paper we address a QPT in the different classical
limit � → 0, the classical oscillator (CO) limit. In contrast
to the CS limit, a QPT transition occurs here already at finite
spin length j . The critical behavior is identical to the CS limit,
since both limits realize the same MF transition. Quantum
corrections to the MF ground state are different. In the CO
limit spin fluctuations are suppressed because of the large spin
frequency. Therefore, the spin variance and the spin-oscillator
entanglement remain small in the vicinity of the QPT. The
entanglement entropy is bounded by ln 2 independently of j .
The CS and CO limits thus give rise to QPTs with identical
critical behavior that are distinguished through the criticality
versus noncriticality of entanglement.

An overview of the different limits in the Dicke model
is given in Fig. 1. The paper is organized according to this
diagram. We first derive in Sec. II the QPT in the CS and
the CO limit from MF theory, which becomes exact in the

043821-11050-2947/2012/85(4)/043821(9) ©2012 American Physical Society
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FIG. 1. (Color online) Diagram of the qualitative behavior of the
Dicke model in dependence on the spin length j and the oscillator-spin
frequency ratio �/�. The bold axes correspond to the QPT in the
CS limit 1/j = 0 and the CO limit �/� = 0. The top edge of the
square corresponds to the FO limit �/� → ∞, where the LMG
model describes the spin. On the right edge of the square we find
the Rabi model (j = 1/2), with renormalization of the effective spin
frequency in the limit �/� → ∞ (top right corner).

two limits. Quantum corrections in the CO limit are discussed
in Sec. III with an effective bosonic model for the oscillator
degree of freedom and contrasted with the behavior in the
CS limit known from the literature. The (non-) criticality of
entanglement is addressed in Sec. IV. We complement the CO
limit with the fast oscillator (FO) limit �/� → ∞ in Sec. V.
Similar to the considerations for the CO limit, the large oscilla-
tor frequency leads to the suppression of oscillator fluctuations.
One obtains the Lipkin-Meshkov-Glick (LMG) model for the
spin degree of freedom, but no QPT occurs unless we let again
j → ∞. A related FO limit that is peculiar to the Rabi case
j = 1/2 leads to renormalization of the spin frequency instead
of a QPT. The appendixes summarize the solution of the
effective bosonic models for the CO and FO limit (Appendix
A), and the definition of coherent states (Appendix B) and of
the rotation invariant spin variance (Appendix C).

II. CLASSICAL LIMITS AND THE QUANTUM
PHASE TRANSITION

As noted in the Introduction, the Dicke Hamiltonian from
Eq. (1) is invariant under the symmetry transformation

� = eiπNE ; NE = a†a + Jz + j, (2)

which corresponds to the simultaneous replacement of a �→
−a and Jx �→ −Jx . We have �−1H� = H or [H,�] = 0,
such that the eigenstates of H can be classified by the
eigenvalues ±1 of the parity operator �. For positive �, the
ground state of the Dicke model has positive parity.

The QPT breaks parity symmetry, with a finite order
parameter 〈Jx〉 �= 0 above a critical coupling. To study the
convergence to the classical limits it is useful to break the
parity symmetry explicitly, using the Hamiltonian

Hε = H − εJx, (3)

which includes a symmetry breaking field εJx .

A. Mean-field theory of the QPT

Let us first discuss the QPT in the MF picture. The MF
ansatz for the ground-state wave function

|ψMF〉 = |θ〉 ⊗ |α〉 (4)

is a product of a spin coherent state |θ〉 and a boson coherent
state |α〉 (cf. Appendix B). This state has energy

E(θ,α) = 〈ψMF|H |ψMF〉
= −j� cos θ + �α2 + 2jλα sin θ. (5)

Minimization with respect to α results in

α = −jλ

�
sin θ, (6)

which, inserted into Eq. (5), gives the energy functional

E(θ ) = −j�

(
cos θ + κ

2
sin2 θ

)
. (7)

We here introduce the dimensionless coupling constant

κ = 2jλ2

��
. (8)

We assume κ � 0, which corresponds to � > 0.
The energy functional E(θ ) describes a second-order MF

transition at κ = 1 (cf. Fig. 2). The minima of E(θ ) are
given by

θ =
⎧⎨
⎩

0 if κ < 1,

± arccos
1

κ
if κ > 1,

(9)

which leads to the expression

〈Jx〉 = j sin θ =
⎧⎨
⎩

0 if κ < 1,

±j

√
1 − 1

κ2
if κ > 1,

(10)

for the order parameter 〈Jx〉. We can also calculate the
susceptibility χ using the Hamiltonian Hε from Eq. (3) and
find

χ = j� lim
ε→0

∂〈Jx〉
∂ε

=

⎧⎪⎨
⎪⎩

1

1 − κ
if κ < 1,

1

κ(κ2 − 1)
if κ > 1.

(11)

In contrast to the prediction of MF theory, the argument
given in the Introduction shows that a QPT cannot exist in the
fully quantum-mechanical Dicke model for finite j , �/�. The
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FIG. 2. (Color online) Mean-field QPT in the Dicke model. (Left)
Energy functional E(θ ) from Eq. (7) below (κ < 1), above (κ > 1),
and at (κ = 1, dashed curve) the QPT. (Right) Order parameter 〈Jx〉
(red) and susceptibility χ (black) of the MF QPT given in Eqs. (10)
and (11).
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QPT only becomes possible if the two degenerate MF states
for positive or negative θ,α have zero overlap. This is can be
achieved either if 〈θ |−θ〉 = 0 in the CS limit or if 〈α|−α〉 = 0
in the CO limit.

B. QPT in the classical spin limit

In the CS limit j → ∞ spin coherent states form an
orthonormal basis of the spin Hilbert space (see, e.g.,
Ref. [12]). Therefore, the ground-state wave function has the
form |ψCS〉 = |θ〉 ⊗ |ψbos〉, with a real spin coherent state |θ〉
as defined in Eq. (B4) in Appendix B. Note that for θ �= 0
the overlap 〈θ |−θ〉 = cos2j θ goes to zero for j → ∞, which
allows for the QPT.

The bosonic part |ψbos〉 of the wave function, which
has to be determined through minimization of the energy
〈ψCS|H |ψCS〉, is the ground state of the effective bosonic
Hamiltonian

Hosc(θ ) = �a†a + λj sin θ (a + a†), (12)

which is parametrized by the CS angle θ .
Hosc(θ ) is the Hamiltonian of an oscillator with a constant

force ∝λj sin θ . The ground state of this Hamiltonian is a
boson coherent state |ψbos〉 = |α〉, with α given by Eq. (6).
We thus recover the MF wave function from Eq. (4) in the CS
limit, hence also the entire QPT.

C. QPT in the classical oscillator limit

According to Eqs. (6) and (8) the parameter α in the MF
ground state in Eq. (4) scales as 1/

√
�. For � → 0 the overlap

〈α|−α〉 = exp(−2α2) goes to zero for κ > 1. Because of this
a QPT in the CO limit is possible independently of the spin
length j .

Since the overlap of different real coherent states |α〉 is
zero in the CO limit, the ground-state wave function has the
form |ψCO〉 = |ψspin〉 ⊗ |α〉. The spin part |ψspin〉 of the wave
function is the ground state of the effective spin Hamiltonian

Hspin(α) = �Jz + 2λαJx, (13)

parametrized by the CO displacement α.
Hspin(α) is the Hamiltonian of a spin in a magnetic field

�B = (2λα,0,�), with a coherent spin state |ψspin〉 = |θ〉 as the
ground state. θ and α are related through Eq. (6). Again, we
recover the MF wave function from Eq. (4) and therefore also
the entire QPT in the CO limit.
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FIG. 3. (Color online) QPT in the CS limit. Order parameter 〈Jx〉
(left) and susceptibility χ (right) as a function of κ for various values
of j and fixed �/� = 1. The dashed curves give the MF result from
Eqs. (10) and (11).
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FIG. 4. (Color online) QPT in the CO limit. Order parameter 〈Jx〉
(left) and susceptibility χ (right) as a function of κ for various values
of �/� and fixed j = 5. The dashed curves give the MF result from
Eqs. (10) and (11).

Note that the argument for the CS and CO limit are dual
to each other: In the CS limit we first observe that the
spin has to be in a coherent (“classical”) state and deduce
the oscillator coherent state from the particular effective
Hamiltonian Hosc(θ ) for the quantum mechanical oscillator.
In the CO limit, we start from an oscillator coherent state
and obtain the spin coherent state again only because of the
particular form of the effective Hamiltonian Hspin(α) for the
quantum spin.

D. Convergence to the QPT

Given the QPT in the CS and CO limit, we expect that the
order parameter 〈Jx〉 and the susceptibility χ converge to the
MF values from Eqs. (10) and (11) if the classical limits are
approached from the quantum regime j < ∞, �/� > 0, that
is, if one moves in Fig. 1 from the interior of the square toward
one of the two bold axes.

To observe convergence we must use a small symmetry-
breaking field εJx as in Eq. (3) to select one of the two possible
cases 〈Jx〉 ≷ 0 in the broken-symmetry phase κ > 1. Without
the additional field convergence cannot be observed because
parity symmetry implies that 〈Jx〉 = 0 in the quantum regime.
Apart from the calculation of the entanglement entropy in
Sec. IV, we use ε = 10−4 throughout the paper.

In Figs. 3 and 4 we show 〈Jx〉 and χ from a numerical
calculation of the ground state of the Dicke model using the
Lanczos technique [13]. Up to 103 bosons are kept in the
calculations to ensure a negligible error from the truncation of
the infinite-dimensional bosonic Hilbert space. The spin part
is not truncated, and the numerical data are accurate on the
level of machine precision.

In the figures we start from the curve for j = 5, �/� = 1,
far away from the classical limits. In Fig. 3 we increase j

to approach the CS limit, and in Fig. 4 we decrease �/�

to approach the CO limit. In both situations we observe
convergence of 〈Jx〉, χ to the MF values from Eqs. (10) and
(11). Note that in the CO limit convergence takes place while
the spin length j remains finite.

III. QUANTUM CORRECTIONS
TO THE MEAN-FIELD QPT

The previous section showed that MF theory becomes exact
in the CS and the CO limit, which are therefore identical with
respect to the critical behavior of the QPT. The nature of the
two limits is different, however, and they can be distinguished
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through the properties of quantum fluctuations around the MF
ground state.

The origin of the differences can be understood with a
simple energy argument. In the CO limit, the energy scales
for spin fluctuations (∝�) and oscillators fluctuations (∝�)
separate. Since � is large compared to the coupling constant λ,
which is proportional to

√
� [cf. Eq. (8)], spin fluctuations are

suppressed in the CO limit. This explains partly why the QPT
in the CO limit can occur already for finite j . In the CS limit
the ratio �/� remains constant and neither spin nor oscillator
fluctuations are suppressed.

A. Effective model for the CO limit

While spin fluctuations are suppressed in the CO limit,
oscillator fluctuations around the classical coherent state |α〉
remain energetically favorable. Their strength can be derived
with an effective bosonic model obtained in perturbation
theory.

For κ < 1 the MF ground state |−j 〉 ⊗ |vac〉 is the product
of the Jz eigenstate |−j 〉 to the smallest eigenvalue −j and
the bosonic vacuum |vac〉. For � � �, the low-energy sector
of the Hilbert space consists of all states |−j 〉 ⊗ |ψbos〉 with
a bosonic state |ψbos〉. While the operator Jz remains in the
low-energy sector, the operator Jx creates a spin excitation
∝ |−j + 1〉 of energy �.

Standard perturbation theory [14] gives the effective low-
energy model for the bosonic state |ψbos〉 as

H<
bos = 〈−j |�Jz + �a†a + λ2

�
[(a + a†)Jx]2|−j〉

= −�j + �

[
a†a − κ

4
(a + a†)2

]
. (14)

Using the results from Appendix A for the bosonic part in the
second line, we see that the stability condition in Eq. (A7)
is fulfilled only for κ < 1 below the critical coupling. At the
QPT κ = 1 the number of oscillator fluctuations introduced
through the term (a + a†)2 diverges.

For κ > 1 we must consider spin fluctuations above the
classical ground state |θ〉 ⊗ |α〉, which are no longer created
by Jx since θ �= 0. Instead, we rewrite the Hamiltonian with the
rotated spin operators J̃z = cos θJz − sin θJx , J̃x = sin θJz +
cos θJx and find

H = � cos θJ̃z − λ sin θ (a + a†)J̃z + �a†a

+� sin θJ̃x + λ cos θ (a + a†)J̃x . (15)

Here the operator J̃x appears with the prefactor �, and we
cannot immediately use this expression for perturbation theory
for small �/�.

To proceed, we shift operators J̃z �→ J̃z + j , a �→ a − α

by their expectation values in the classical ground state, taken
from Eqs. (6) and (9), and obtain the Hamiltonian in the form

H = E(θ ) + �(cos θ + κ sin2 θ )(J̃z + j )

− λ sin θ (a + a† − 2α)(J̃z + j )

+�(a† − α)(a − α) + λ cos θ (a + a† − 2α)J̃x, (16)

where the first term is the energy functional E(θ ) from
Eq. (7). In this expression, a term 2αλ cos θJx has canceled

the problematic term � sin θJ̃x for the values of α, θ given by
Eqs. (6) and (9).

Now, J̃x in the last line appears with a prefactor that is
small compared to � and perturbation theory can be applied.
Note that the spin fluctuation energy, which is given by the
prefactor �(cos θ + κ sin2 θ ) = �κ of J̃z + j , differs from the
bare value �. The effective model for κ > 1 is obtained as

H>
bos = −j�

2

(
1

κ
+ κ

)

+�

[
(a† − α)(a − α) − 1

4κ2
(a + a† − 2α)2

]
. (17)

For κ → 1, it coincides with H<
bos from Eq. (14).

The effective low-energy models H
≷
bos describe the ground

state of the Dicke model in the CO limit including oscillator
fluctuations. From this model we recover the MF expressions
for α and E(θ ), and thus the entire QPT in the CO limit.
In particular the present derivation shows that the argument
given in Sec. II C is correct and not invalidated by oscillator
fluctuations.

For a quantitative analysis of the numerical data, we use the
oscillator variance

�q = 〈q̂2〉 − 〈q̂〉2 (18)

of the oscillator position q̂ = (a + a†). Using the results from
Appendix A the variance is obtained from H

≷
bos as

�q =
{

(1 − κ)−1/2 if κ < 1,

(1 − 1/κ2)−1/2 if κ > 1.
(19)

B. Spin and oscillator variance

In Fig. 5 we compare the oscillator variance �q for small
�/� with the spin variance �J . We use �J , as defined in
Appendix C, instead of the spin variance in a fixed direction,
for example �z = 〈J 2

z 〉 − 〈Jz〉2, since it is invariant under
rotations. For fluctuations around the spin coherent state
|θ = 0〉 that points in the z direction it is identical to �z. Above
the QPT, �J accounts for the rotation of the spin axis relative
to which spin fluctuations occur. A large �J is an indication
of significant spin fluctuations, while �J = 0 corresponds (in
the present examples) to a spin coherent state. The vanishing
of �J as �/� → 0 (left panel) shows the suppression of spin
fluctuations in the CO limit.
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FIG. 5. (Color online) Spin variance �J (left) and oscillator
variance �q (right) for decreasing �/� approaching the CO limit,
with fixed finite j = 5. The dashed gray curve in the right panel gives
the analytical for �q from Eq. (19).
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For �q in the right panel we observe the growth of oscillator
fluctuations with decreasing �/�. Recall that j = 5 is finite
and small in this example, and the QPT in the CO limit is
triggered by a macroscopic displacement of the CO. Oscillator
fluctuations are a genuine quantum correction, which is inde-
pendent of j and occurs even in the smallest nontrivial case j =
1/2. Approaching the CO limit, �q diverges at the QPT ac-
cording to Eq. (19). The criticality of quantum fluctuations im-
plies the breakdown of the CO limit in the vicinity of the QPT.

IV. CRITICAL AND NONCRITICAL ENTANGLEMENT

In addition to the spin and oscillator variance studied in
the previous section, corrections to the MF ground state arise
from spin-oscillator entanglement. It can be measured with the
entanglement entropy

S = −Tr[ρ ln ρ], (20)

which is calculated with the reduced spin or oscillator density
matrix ρ (both choices give the same result according to the
Schmidt decomposition) [15,16].

A simple argument would suggest a jump of S at κ = 1
from S = 0 for the nondegenerate ground state below the QPT
to S = ln 2 for the twofold degenerate ground state above the
QPT. Note that we assume ε = 0 here.

Quantum fluctuations can modify this behavior consider-
ably and lead to criticality of entanglement in the CS limit [8,9].
In the vicinity of the QPT the entanglement entropy in the CS
limit is given as [9,11]

SCS = − 1
4 ln |1 − κ| + const., (21)

such that SCS diverges at the critical coupling κ = 1 with
critical exponent 1/4.

We show SCS in Fig. 6 (left panel). The functional form
of SCS = SCS(κ) depends on the ratio �/�. For �/�  1
or �/� � 1 quantum spin or oscillator fluctuations are
energetically less favorable than for �/� = 1, and the value
of S decreases away from the QPT. The criticality of SCS at
the QPT and the critical exponent, however, are independent
of �/�.

A. Entanglement in the classical oscillator limit

Almost trivially, the entanglement entropy S cannot diverge
for finite j since it is bounded by S � ln(2j + 1). The
suppression of spin fluctuations in the CO limit results in the
much stricter condition S � ln 2, independently of j . Large
entanglement requires a sizable amount of both oscillator and
spin fluctuations.
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FIG. 6. (Color online) Entanglement entropy S in the CS limit
(left panel) (cf. Ref. [8]) and in the CO limit (right) according to
Eq. (24).

For κ < 1 the ground state is a product state and SCO[κ < 1]
= 0. This follows immediately from the fact used in the
perturbative calculation in Sec. III A that the spin part of the
ground state is the single Jz eigenstate | − j 〉. In contrast to the
CS limit, the absence of spin fluctuations prevents the growth
of SCO with increasing κ .

For κ > 1 the symmetrized ground-state wave function is
given by

|ψ〉 = 1√
2

(|θ〉 ⊗ |α〉 ± |−θ〉 ⊗ |−α〉). (22)

Note that the we assume ε = 0 here.
The two states in the bracket are orthogonal since 〈α| − α〉

= 0 in the CO limit [α diverges according to Eq. (6)], but the
two spin coherent states |±θ〉 are not orthogonal such that S

remains strictly smaller than ln 2.
The reduced spin density matrix is

ρs = 1
2 (|θ〉〈θ | + |−θ〉〈−θ |), (23)

with eigenvalues μ± = 1 ± 〈θ |−θ〉 = 1 ± cos2j θ . Note that
this expression for ρs is valid also for the nonorthogonal states
appearing here.

The entanglement entropy obtained from ρs as SCO =
−μ− ln μ− − μ+ ln μ+ is

SCO[κ > 1] = ln 2 − 1
2 (1 − κ−2j ) ln(1 − κ−2j )

− 1
2 (1 + κ−2j ) ln(1 + κ−2j ), (24)

where we inserted the angle cos θ = 1/κ according to Eq. (9).
We show SCO in Fig. 6 (right panel), where it can be

compared to SCS. In the CO limit the entropy remains zero for
κ < 1 and increases monotonically from 0 to ln 2 for κ > 1.
Note that SCO � ln 2 for all j and κ .

For finite j , it remains SCO < ln 2 even above the QPT
because of the finite overlap 〈θ |−θ〉. For j → ∞, still strictly
in the CO limit � = 0, the overlap of the two spin coherent
states vanishes and the curves approach a step function with a
jump at κ = 1.

B. Quantum regime

We show in Fig. 7 the convergence of the entanglement
entropy S to the analytical results for the two classical limits.
As in Figs. 3 and 4 we start from the curve for j = 5, �/� = 1.
In the CS limit (left panel) we see how the divergence of S at
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FIG. 7. (Color online) Convergence of entanglement entropy S

toward the classical limits. (Left) Approaching the CS limit with
increasing j for fixed �/� = 1. (Right) Approaching the CO limit
with decreasing �/� for fixed j = 5. Both panels start from the
curve for j = 5, �/� = 1. The dashed (dot-dashed) curve gives the
analytical result in the CS (CO) limit according to Fig. 6 and Eqs. (21)
and (24).
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κ = 1 develops as j is increased. For the CO limit (right panel)
we see that S remains small and converges to a continuous
function bounded by ln 2. Since j is finite, the limiting curve
is continuous without the jump at κ = 1 that evolves only for
j → ∞.

It should be noted that the CO limit with j � 1 and small
entanglement differs from the regime �  � in the CS limit
where the entanglement entropy still diverges at the QPT
[17,18]. Both situations are located close to the origin in
Fig. 1, but the first (second) situation lies closer to the abscissa
(ordinate) than to the second axis.

V. FAST OSCILLATOR LIMIT AND THE
LIPKIN-MESHKOV-GLICK MODEL

Opposed to the CO limit is the FO limit �/� → ∞. In
this limit oscillator fluctuations are suppressed, while the spin
fluctuations are described by an effective model that can be
derived in perturbation theory analogously to Sec. III A. This
results in the LMG model [19] known from nuclear physics.
For the special case j = 1/2, where the Dicke model reduces
to the Rabi model, the FO limit can also be performed with a
different scaling of the coupling constant.

A. Derivation of the LMG model in the FO limit

We can derive the LMG model as the effective low-energy
model for the spin part of the wave function in analogy to
Sec. III A. The derivation is, in fact, easier than in the CO
limit, since fluctuations around the bosonic coherent state |α〉
are described by translated bosonic operators a† − α instead
of rotated (spin) operators. The effective spin model, which is
valid for all κ , is obtained as the LMG model,

HLMG = �

(
Jz − κ

2j
J 2

x

)
. (25)

In Fig. 8 we show the spin variance �J (left panel) and
the oscillator variance �q (right panel) for large �/�. In
reversal of the behavior in the CO limit, we see the suppression
of oscillator fluctuations. Spin fluctuations remain finite and
converge for �/� → ∞ to the result from the LMG model.

In contrast to the CO limit, no QPT, and therefore no
divergence of spin fluctuations, occurs in the FO limit for
finite j , simply because the initial argument against symmetry
breaking given in the introduction applies to the LMG model.
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FIG. 8. (Color online) Spin variance �J (left) and oscillator
variance �q (right) for increasing �/� approaching the FO limit,
with fixed large j = 50. The gray shaded background curve in the
left panel gives �J for the LMG model. This figure complements
Fig. 5 for the CO limit.

The QPT is recovered if additionally the j → ∞ limit is
performed in the LMG model. Then, the ground state of
HLMG is a spin coherent state |θ〉, and we recover the energy
functional E(θ ) from Eq. (7). Consequently, we also recover
the QPT. In this sense, the FO and CS limit commute.

To calculate the spin fluctuations for j → ∞, we use the
Holstein-Primakoff (HP) transformation [20],

Jz = b†b − j, Jx =
√

j

2
(b† + b) + O(j−1/2), (26)

of spin operators to bosonic operators b(†). For κ < 1, when
θ = 0, the HP transformation can be applied directly to HLMG

and results in the bosonic model

H<
∞ = �

[
b†b − κ

4
(b + b†)2 − j

]
. (27)

For κ > 1 it is θ �= 0 and spin operators must be rotated
prior to the HP transformation, similarly to Eq. (15) in
Sec. III A. We now obtain the bosonic model

H>
∞ = �κ

[
b†b − 1

4κ2
(b + b†)2

]
− j�

2
(κ + 1/κ). (28)

Comparison of these models to the effective bosonic models
H

≷
bos from Eqs. (14) and (17) reveals the duality of the CO

limit and the combined FO/CS limit in the sense that the role
of spin and oscillator fluctuations are reversed.

Using the results from Appendix A for H
≷
∞ , we find the

spin variance �J as (still for j → ∞)

�∞
J =

{
κ2

8(1−κ) if κ < 1,

1
8κ2(κ2−1) if κ > 1.

(29)

The spin variance for large j is shown in Fig. 9. We observe
convergence to the analytical result for j → ∞. Again, the
QPT is accompanied by a divergence of fluctuations and a
breakdown of the corresponding CS limit.

B. FO limit for the Rabi case j = 1/2

The FO limit can also be treated by a unitary transformation
UHU † of the Dicke Hamiltonian, where U is given as

U = exp[−ξ (a† − a)Jx], ξ = λ

�
. (30)

The transformation U displaces oscillator states by a shift
mxξ that depends on the Jx eigenvalues mx . The equivalent
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FIG. 9. (Color online) Spin variance �J for increasing j ap-
proaching the QPT, with fixed large �/� = 20. The gray dashed
curve gives the analytical result for �J from Eq. (29).
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transformation in polaron physics is known as the Lang-Firsov
transformation [21].

With the above choice for ξ , the interaction term (a† + a)Jx

is eliminated through the transformation, and the transformed
Hamiltonian reads

UHU † = � cosh[ξ (a† − a)]Jz + i� sinh[ξ (a† − a)]Jy

+�a†a − λ2

�
J 2

x . (31)

So far, the transformation is an exact reformulation of the
problem. We can now note that for � → ∞ the presence of the
term �a†a implies that the ground state of UHU † contains
no bosonic excitations. The transformed ground-state wave
function has the form |ψspin〉 ⊗ |vac〉. In the vacuum |vac〉 the
bosonic operators from UJzU

† have expectation values

〈vac| cosh[ξ (a† − a)]|vac〉 = e−ξ 2/2,
(32)

〈vac| sinh[ξ (a† − a)]|vac〉 = 0,

and the transformed Hamiltonian UHU † reduces to

HFO = �e−(λ2/�2)/2Jz − λ2

�
J 2

x . (33)

We can perform the FO limit in this model in two relevant
ways. If we insert the coupling constant κ from Eq. (8) as done
before, we obtain the LMG model from Eq. (25). Alternatively,
we can keep the parameter ξ = λ/� of the transformation
constant. Then the prefactor of J 2

x will diverge for � → ∞ as
we push the system into the strong coupling limit above the
QPT. This limit is not interesting for general j .

In the special Rabi case j = 1/2, however, it is J 2
x = 1/4.

The first kind of FO limit is trivial for this model since it results
in the Hamiltonian �Jz − κ/4 of a free spin. Instead, we can
perform the second FO limit because the divergent prefactor
of J 2

x now results only in a divergent shift of the ground-state
energy that can be dropped from the Hamiltonian.

We then obtain the simple model

Hren = �̃Jz (34)

of a spin Jz with renormalized frequency �̃ = e−ξ 2/2�. It
results in the susceptibility

χren = �̃−1 = eξ 2/2

�
, (35)

which grows monotonically with the effective coupling
strength ξ = λ/�. The frequency renormalization is the sole
effect of coupling to the FO. The exponential prefactor is an
example of a Franck-Condon factor, known from the theory of
vibronic transitions or polaron physics.

While the transformed model Hren is also not very inter-
esting by itself, with a simple ground state |− 1

2 〉 ⊗ |vac〉, it
allows us to obtain the actual ground state of the Rabi model
through the transformation U . It is given by

|ψ〉 = U

[∣∣∣∣−1

2

〉
⊗ |vac〉

]

= 1√
2

(|→〉 ⊗ |ξ 〉 − |←〉 ⊗ |−ξ 〉), (36)
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FIG. 10. (Color online) Susceptibility χ and entanglement en-
tropy S for the Rabi case j = 1

2 in the CO limit [left, Eqs. (11) and
(24)] and the FO limit [right, Eqs. (35) and (37)].

where we denote the j = ±1/2 eigenstates of Jx by |→〉, |←〉.
The entanglement entropy in this state is given by

Sren = ln 2 − 1
2 (1 − e−2ξ 2

) ln(1 − e−2ξ 2
)

− 1
2 (1 + e−2ξ 2

) ln(1 + e−2ξ 2
) (37)

[cf. the calculation for Eq. (24)]. Similar to the susceptibility,
the entropy S increases monotonically with ξ = λ/� from 0
to ln 2.

In Fig. 10 we contrast this behavior with the behavior in
the CO limit (also for j = 1/2). We see that the entanglement
entropy S is close to its maximal value ln 2 already for small
χ close to one. In this sense, the FO limit of the Rabi model is
characterized by significant entanglement.

Note that the relevant coupling constant scales as λ/� in the
present FO limit but as λ2/� in the CO limit. Previously, for
the Dicke model, we had to choose the same coupling constant
κ ∝ λ2/� for both limits, which leads to a duality of the FO
and CO limit. For the Rabi model, we have defined a FO limit
that is structurally different from the CO limit: Instead of a
QPT it features renormalization of the spin frequency.

The frequency renormalization is peculiar for the Rabi
model. It is reminiscent of lattice polarons, where the distinc-
tion between self-trapped adiabatic polarons (corresponding
to the CO limit) and antiadiabatic polarons (in the FO limit)
involves characteristically different signatures in, for example,
the optical conductivity [22]. In fact, the Rabi model is
equivalent to the Holstein polaron model restricted to two
lattice sites [23].

VI. SUMMARY

Two different classical limits can be defined for the
Dicke model. The QPT in the CS spin limit j → ∞ has
attracted much attention, and the criticality of spin-oscillator
entanglement is understood as its characteristic signature.

As pointed out here the QPT is also realized in the second
classical limit, the CO limit � → 0. It should be noted that
the QPT in the CO limit is not simply a special case of the
CS limit: It occurs already at finite spin length j < ∞, even
at j = 1/2.

A simple MF argument shows the equivalence of the QPT
in the two limits if only the critical behavior is considered.
Differences occur for quantum fluctuations around the MF
ground state. In the CO limit, the suppression of spin
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fluctuations prevents significant entanglement, but oscillator
fluctuations are important and diverge at the QPT.

The emergence of a QPT in the CO limit is a general feature,
which can occur for any finite quantum system coupled to a
harmonic oscillator. It does not require the equivalent of an
j → ∞ limit. In every situation the QPT is accompanied by
diverging oscillator fluctuations, while fluctuations of the finite
system are suppressed.

Also, the FO limit can be performed for general systems,
although a different formulation of the limit should be chosen
for two-level systems (the Rabi case j = 1/2) and systems
with multiple energy levels. The duality of the CO and FO
limit is a special feature of the Dicke model, where the spin
can be mapped onto a bosonic system for j → ∞.

The basic physical mechanisms realized in the CO and FO
limit are typical for any finite quantum system coupled to
harmonic oscillators. Oscillator fluctuations or entanglement
with the oscillator for two-level systems in the FO limit can
be expected to be of general importance in many situations.
The Dicke model is an example where their properties can
be studied in detail. One particular feature is the occurrence
of one QPT in two classical limits, which are distinguished
by entirely different quantum corrections to the MF ground
state.
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APPENDIX A: SQUEEZED HARMONIC OSCILLATOR

The Hamiltonian of a squeezed harmonic oscillator has the
form

H = a†a + β(a + a†)2, (A1)

with β ∈ R.
The Hamiltonian can be diagonalized with a unitary

transformation

U = exp

[
σ

2
(a† − a)

]
, (A2)

for which

UaU † = cosh σ a − sinh σ a†. (A3)

With the choice

tanh 2σ = 2β

1 + 2β
(A4)

the transformed Hamiltonian

H̃ = UHU † =
√

1 + 4β a†a + E0 (A5)

acquires the form of a standard harmonic oscillator Hamilto-
nian, with ground-state energy

E0 = 1

2

√
1 + 4β − 1

2
− α2

1 + 4β
. (A6)

We note the stability condition

β > − 1
4 . (A7)

For smaller β, the original Hamiltonian is not bounded from
below.

Since the ground state of H̃ is the bosonic vacuum,
expectation values 〈· · · 〉 in the ground state of H can be
evaluated through transformation with U . Especially for the
oscillator variances we find

〈(a + a†)2〉 − 〈a + a†〉2 = 1√
1 + 4β

(A8)

and

〈(a†a)2〉 − 〈a†a〉2 = 2β2

1 + 4β
. (A9)

APPENDIX B: SOME PROPERTIES
OF COHERENT STATES

We summarize the essential properties of oscillator and spin
coherent states (see also Ref. [24]).

1. Oscillator coherent states

Coherent states of the oscillator can be defined as the
eigenstates of the destruction operator

a|α〉 = α|α〉. (B1)

The coherent state can be written as

|α〉 = eαa†−α∗a|0〉. (B2)

Expectation values are given by

〈α|a†a|α〉 = |α|2,
(B3)

〈α|a† + a|α〉 = 2 Re α.

2. Spin coherent states

A (real) spin coherent state is defined as

|θ〉 = eiθJy |j, − j 〉. (B4)

It is the eigenstate of the operator cos θJz − sin θJx to
eigenvalue −j , that is,

(cos θ Jz − sin θ Jx)|θ〉 = −j |θ〉. (B5)

Expectation values of spin operators in the coherent state
are given by

〈θ |Jx |θ〉 = j sin θ,
(B6)

〈θ |Jz|θ〉 = −j cos θ.

043821-8
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The overlap between two spin coherent states is given by

〈θ |χ〉 = cos2j θ − χ

2
. (B7)

For j → ∞, the overlap is zero for θ �= χ .

APPENDIX C: SPIN VARIANCE

The oscillator variance �q is invariant under translations,
which modify the bosonic operators through a linear shift
a �→ a + α. For an analogous spin variance we require
invariance under rotations, which leads to a slightly more
complicated definition. We restrict ourselves to real spin states;
the generalization to arbitrary spin states is straightforward.

We define the spin variance �J as the minimal variance of
a rotated spin operator J‖ = cos θJz + sin θJx that is obtained
through variation of the rotation angle θ . Expansion of J 2

‖
shows that �J is the minimum of a quadratic form, and given

by the smaller eigenvalue of the 2 × 2 matrix

( 〈
J 2

x

〉 − 〈Jx〉2 〈JxJz〉 − 〈Jx〉〈Jz〉
〈JxJz〉 − 〈Jx〉〈Jz〉

〈
J 2

z

〉 − 〈Jz〉2

)
. (C1)

Note that 〈JxJz〉 = 〈JzJx〉 for a real spin state.
For a (real) spin coherent state |θ〉, we have �J = 0 since

|θ〉 is obtained from rotation of the Jz eigenstate |j, − j 〉.
Conversely, if the smaller eigenvalue �J = 0, the state is an
eigenstate of J‖; that is, it is a rotated eigenstate |j,m〉 of Jz (the
angle θ could be deduced from the eigenvectors). However,
it need not be a spin coherent state, which would require
m = ±j .

For the Dicke model in the j → ∞ limit, the spin state
for κ < 1 is invariant under the Jx �→ −Jx symmetry. The
off-diagonal elements in Eq. (C1) vanish, and �J = �z since
〈J 2

x 〉 is of order j .
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Variational treatment of entanglement in the Dicke model

L. Bakemeier, A. Alvermann,∗ and H. Fehske
Institute of Physics, Ernst-Moritz-Arndt-University, 17487 Greifswald

We introduce a variational ansatz for the Dicke model that extends mean-field theory through
the inclusion of spin-oscillator correlations. The correlated variational state is obtained from the
mean-field product state via a unitary transformation. The ansatz becomes correct in the limit of
large oscillator frequency and in the limit of a large spin, for which it captures the leading quantum
corrections to the classical limit exactly including the spin-oscillator entanglement entropy. We ex-
plain the origin of the unitary transformation before we show that the ansatz improves substantially
upon mean-field theory, giving near exact results for the ground state energy and very good results
for other observables. We then discuss why the ansatz still encounters problems in the transition
regime at moderate spin lengths, where it fails to capture the precursors of the superradiant quan-
tum phase transition faithfully. This observation illustrates the principal limits of semi-classical
formulations, even after they are extended with correlations and entanglement.

I. INTRODUCTION

A quantum phase transition (QPT) of mean-field type
arises in the semi-classical limit of a quantum system
whenever a bifurcation of the equilibria of the associated
classical Hamiltonian system occurs [1, 2]. A standard
example is that of a particle moving in a one-dimensional
potential V (x) ∝ x4 +ax2, where the classical limit is re-
alized through ~ → 0 or the equivalent scaling of the
particle mass and potential. A QPT occurs because the
number of potential energy minima changes as the con-
trol parameter a is adjusted from a > 0 to a < 0. The
QPT corresponds to breaking of the x 7→ −x reflection
symmetry of V (x) in the ground state.

The properties of this example are characteristic for
the more general situation, in particular for the superra-
diant QPT in the Dicke model addressed in the present
paper. First, the QPT takes place only in the classi-
cal limit but not in the quantum regime. Prior to the
classical limit the ground state is always non-degenerate
because of tunneling between the two potential wells. Be-
cause of this the QPT itself is fully described by the clas-
sical bifurcation. Quantum effects enter the description
of the QPT as corrections to the classical limit for small
but finite ~. Second, the leading quantum corrections
can be computed analytically, but the description of the
system at larger ~, i.e. away from the classical limit,
requires solution of the full Schrödinger equation.

In this contribution we ask whether it is possible to
go beyond the semi-classical – or mean-field – descrip-
tion and directly include quantum effects in a variational
ansatz for the ground state. The ansatz is variational
because the values of its parameters will be determined
through energy minimization. Variational ansätze have
long been used for the Dicke model and related spin-
boson models [3–7], often with the exclusive aim of im-
proving the computation of the ground state energy and

∗Electronic address: alvermann@physik.uni-greifswald.de

other simple observables. Little attention has been paid
to the relevance of quantum correlations and fluctuations
for the construction of a variational ansatz.

Our requirement is not only that the ansatz performs
reasonably well before the classical limit is performed, i.e.
in those regimes where the mean-field description fails.
We also demand that the ansatz becomes exact in the
classical limit in the sense that the leading order quan-
tum corrections are captured faithfully. To go beyond
mean-field theory thus requires not only the construc-
tion of some improved variational ansatz but to describe
quantum correlations and quantum fluctuations in the
ground state in a controlled way.

We discuss these questions here for the superradiant
QPT in the Dicke model [8, 9], for which we establish
our notation in Sec. II. We recapitulate of the mean-
field description of the QPT and the theory of quantum
corrections in Secs. III, IV before we introduce the cor-
related variational ansatz in Sec. V. There, we explain
the construction of the ansatz and the origin of the uni-
tary transformation used therein, and show that it does
indeed capture the leading quantum corrections to the
classical limit of the Dicke model. In Sec. VI we evaluate
the variational ansatz in comparison to quasi-exact nu-
merical data for finite spin length, before we conclude in
Sec. VII.

II. THE DICKE MODEL

The Dicke model [10]

H = ∆Jz + κJx(a† + a) + Ωa†a (1)

describes an ensemble ofN two-level systems, e.g. atomic
levels, interacting with a quantum harmonic oscillator,
e.g. the photons in a cavity. The two-level systems are
combined into a pseudo spin with length j = N/2 and
operators Jx,y,z. The cavity photon field is described
as a harmonic oscillator with bosonic ladder operators
a(†). In addition to the three parameters ∆,Ω, κ and the
spin length j we will use also the dimensionless coupling
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FIG. 1: Energy Emf and spin expectation values 〈Jx〉, 〈Jz〉 of
the Dicke model in mean-field theory. At κ̄ = 1 the superra-
diant QPT from 〈Jx〉 = 0 to 〈Jx〉 6= 0 takes place.

constant κ̄ with

κ =

√
∆Ωκ̄

2j
. (2)

The above Hamiltonian has a combined spin-oscillator
reflection symmetry. It is implemented by the unitary
operator

R = exp[iπ(Jz − j)] exp[iπa†a] (3)

with

RJxR
† = −Jx , Ra(†)R† = −a(†) (4)

such that [R,H] = 0.
The reflection symmetry can be broken in the classical

limit j →∞ of a large spin [8, 9]. Then, the superradiant
QPT from the symmetric ground state with 〈Jx〉 = 〈a〉 =
0 to a symmetry-broken two-fold degenerate ground state
with 〈Jx〉, 〈a〉 6= 0 takes place at the critical coupling
κ̄ = 1.

The QPT cannot occur at finite j because the energy of
a hypothetical symmetry-broken ground state |φ〉 could
always be lowered by forming a linear combination with
the opposite state R|φ〉. Thus, symmetry-breaking is
possible only for zero overlap 〈φ|R|φ〉 = 0, which requires
j →∞.

Precursors of the QPT at finite j are visible, e.g., in
the entanglement entropy or the spin susceptibility [11].
Nearly degenerate symmetry-broken ground states can
be obtained in a situation with small 〈φ|R|φ〉 � 1 in the
usual way by adding a small symmetry-breaking pertur-
bation εJx to H.

III. MEAN-FIELD THEORY OF THE QPT

The semi-classical – or mean-field – theory of the QPT
in the Dicke model is based on the ansatz

|ψmf〉 = |φ〉 ⊗ |χ〉 (5)

for the ground state, which is the product of a (yet un-
kown) spin state |φ〉 and oscillator state |χ〉.

Because of the product form of the ansatz (5) mini-
mization of the mean-field energy

Emf = 〈ψmf |H|ψmf〉 = ∆〈φ|Jz|φ〉
+ κ〈φ|Jx|φ〉〈χ|a† + a|χ〉+ Ω〈χ|a†a|χ〉 (6)

splits into two individual minimization problems for
the spin and oscillator state, which are coupled only
through expectation values formed with the respective
other state.

Specifically, the spin state |φ〉 has to be the ground
state of the effective spin Hamiltonian

Hs
mf = ∆Jz + ξ1Jx , (7)

with the one parameter ξ1 = κ〈χ|a† + a|χ〉. Such a state
is a spin coherent state |θ〉, with rotation angle tan θ =
ξ1/∆ relative to the z-axis (see App. A for notation).

Conversely, the oscillator state |χ〉 has to be the ground
state of the effective boson Hamiltonian

Hb
mf = ξ2(a† + a) + Ωa†a , (8)

where ξ2 = κ〈φ|Jx|φ〉. The ground state is a boson co-
herent state |α〉, with α = −ξ2/Ω.

Therefore, the mean-field ground state is

|ψmf〉 = |θ〉 ⊗ |α〉 , (9)

a product state of a spin coherent state |θ〉 and an oscilla-
tor coherent state |α〉. It only depends on the two real pa-
rameters θ, α. In particular, the absence of spin-oscillator
correlations or entanglement in the product state (5) im-
plies that the individual spin and oscillator state is a
coherent state.

The mean-field energy then is

Emf = −j∆ cos θ + 2jκα sin θ + Ωα2 , (10)

which has to be minimized as a function of θ and α. The
optimal α follows immediately as

α = −jκ
Ω

sin θ , (11)

such that

Emf = −j∆ cos θ − j2κ
2

Ω
sin2 θ

= −j∆(cos θ + 1
2 κ̄ sin2 θ) .

(12)

The functional form of Emf gives rise to a bifurcation of
the minima at the critical value κ = 1. The optimal θ is

θ =

{
0 if κ̄ < 1 ,

± arccos(1/κ̄) if κ̄ > 1 .
(13)
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The relevant observables (cf. Fig. 1) are Emf = −j∆,
〈Jz〉 = −j, 〈Jx〉 = 0 for κ̄ < 1, and

Emf = − 1
2j∆(κ̄+ 1/κ̄) , 〈Jz〉 = −j/κ̄ ,
〈Jx〉 = ±j

√
1− 1/κ̄2 for κ̄ > 1 . (14)

The mean-field theory thus predicts a QPT transition at
κ̄ = 1. This prediction is independent of j, which has
dropped out of the mean-field equations entirely because
of the particularly simple (j-independent) form of Hs

mf
and Hb

mf . As we noted earlier the QPT transition is in
fact realized only in the limit j →∞.

IV. QUANTUM CORRECTIONS TO THE
CLASSICAL LIMIT

Mean-field theory becomes valid in the classical limit
of large j →∞. At finite j correlations between the spin
and oscillator occur together with non-classical spin and
oscillator fluctuations.

The quantum corrections to the classical limit were ob-
tained in Refs. [12–15] in leading order of a 1/j expansion
using the Holstein-Primakoff (H-P) transformation of the
spin operators. The H-P transformation gives

Jz = −j + b†b , (15a)

Jx =

√
j

2
(b† + b) +O(j−1/2) , (15b)

for the spin operators in the Dicke Hamiltonian H, with
new bosonic operators b(†). In the symmetric phase
(〈Jz〉 = 〈a〉 = 0) we get the expansion

H = −j∆ +Hqc +O(1/j) , (16)

with the bosonic Hamilton operator

Hqc = ∆b†b+ 1
2

√
∆Ωκ̄(b† + b)(a† + a) + Ωa†a (17)

for the leading order quantum corrections. In the
symmetry-broken phase spin (oscillator) operators have
to be rotated (shifted) to the new equilibrium values first,
before the Holstein-Primakoff transformation can be ap-
plied.

The two oscillators in Hqc can be decoupled with a
unitary transformation of the form

U2 = exp[i(γ1X1P2 + γ2P2X1)] . (18)

Then, the ground state of the transformed Hamiltonian

U2HqcU
†
2 is a simple product state of two squeezed oscil-

lator states. Back transformation with U2 reintroduces
the correlations present in the ground state of Hqc but
absent in the product ground state of the transformed
Hamiltonian.

A useful measure for correlations between the spin and
oscillator, and thus for the relevance of quantum correc-
tions to the mean-field state, is the spin-oscillator entan-
glement entropy

S = −tr[ρs ln ρs] . (19)

It is computed, e.g., from the reduced spin density matrix
ρs after a trace over the bosonic degree of freedom. S
is bounded by S ≤ ln(2j + 1). The mean-field state
gives S = 0 independently of j. In the limit j → ∞
the entropy S converges to a value that can be computed
from Hqc [15].

The entropy S, which is shown in Fig. 2, diverges at
the QPT and thus provides a characterization of the QPT
through the amount of quantum corrections to the clas-
sical limit [14]. Larger values of S in the vicinity of the
QPT show that deviations from the mean-field state (5)
occur not only for small j but remain important in the
limit j →∞. The divergence of S at the QPT indicates
the breakdown of the classical limit and of mean-field
theory.

V. CORRELATED MEAN-FIELD THEORY

By construction, the mean-field ansatz does not ac-
count for spin-oscillator correlations. It also does not
account for quantum fluctuations of the spin or oscilla-
tor at finite j. Indeed, we have seen in Sec. III that the
assumption of a product state implies that the spin and
oscillator are in coherent (i.e. classical) states. There-
fore, to improve the mean-field ansatz one has to include
spin-oscillator entanglement and correlations.

To go beyond mean-field theory we propose the varia-
tional ansatz

|ψ〉 = Dx(η)|φ〉 ⊗ |χ〉 (20)
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4

with the unitary transformation

Dx(η) = exp[ηJx(a† − a)] . (21)

The transformation depends on the variational param-
eter η (η ∈ R). It can be interpreted as an oscilla-
tor shift that depends on the Jx-eigenvalues for η 6= 0.
This Jx-dependence is the crucial difference to the mean-
field ansatz, which is recovered for η = 0. It introduces
spin-oscillator correlations and, thereby, allows for non-
classical fluctuations. The spin state |φ〉 and the oscilla-
tor state |χ〉 remain to be determined in dependence on
η. In particular, they will not be coherent states.

The above ansatz is partly modeled after the famous
Lang-Firsov transformation of polaron physics, which
describes the phonon-dressing of electronic states [16].
Here, the unitary transformation describes the dressing
of the spin with bosons. We will later provide further
justification for the above choice of the transformation
through consideration of the j → ∞ limit. A similar
transformation has been used in Refs. [17–19] for the
Rabi model (j = 1/2) at weak spin-oscillator coupling
(κ̄� 1), but the QPT was not addressed.

A. Entanglement entropy

The variational state (20) contains spin-oscillator cor-
relations. This is exemplified by the fact that the spin-
oscillator entanglement entropy S is non-zero for η 6= 0.

Working in the Jx eigenbasis |mx〉, the reduced spin
density matrix is given by

ρmn = 〈mx|ρs|nx〉
= 〈mx|φ〉〈φ|nx〉 〈χ|D(η(n−m))|χ〉 , (22)

where D(·) is the standard oscillator displacement oper-
ator (cf. Eq. (A1)). For η = 0, ρs = |φ〉〈φ| is a pure state
and S = 0. For η → ∞, ρs evolves into a diagonal ma-
trix with entries |〈mx|φ〉|2, and the entropy S becomes
maximal for the given |φ〉. Note that still S ≤ ln(2j+ 1).

B. Variational equations

Instead of explicit transformation of the product state
in Eq. (20) it is more convenient to consider the trans-
formed Hamiltonian

H̆ = Dx(−η)HDx(η) . (23)

With the relations from App. B one finds

H̆ =∆Jz cosh[η(a† − a)] + i∆Jy sinh[η(a† − a)]

+ Ωa†a+ (2ηκ+ Ωη2)J2
x

+ (κ+ Ωη)Jx(a† + a) .

(24)

The original Hamiltonian is real, and therefore we can
assume real states |φ〉, |χ〉. Then, the term iJy sinh[η(a†−
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FIG. 3: Variational energy EV , spin expectation value 〈Jx〉,
and spin-oscillator entanglement entropy S as a function of
η, for j = 1/2 and κ̄ = 0.5 (solid), κ̄ = 1.5 (dashed). In this
and all following figures we use the Dicke model at resonance
Ω = ∆, and measure energies in units of ∆ or Ω equivalently.

a)] gives no contribution to the variational energy EV ,
and thus drops out of the following equations.

Just as in the derivation of the mean-field ansatz we
now obtain the spin state |φ〉 as the ground state of an
effective spin Hamiltonian

Hsp = ξ1Jz + ξ2J
2
x + ξ3Jx , (25)

with parameters

ξ1 = ∆〈χ| cosh[η(a† − a)]|χ〉 , ξ2 = 2ηκ+ Ωη2 ,

ξ3 = (κ+ Ωη)〈χ|a† + a|χ〉 .
(26)

The oscillator state |χ〉 is the ground state of an effective
bosonic Hamiltonian

Hbos = ξ4 cosh[η(a† − a)] + Ωa†a+ ξ5(a† + a) , (27)

with parameters

ξ4 = ∆〈φ|Jz|φ〉 , ξ5 = (κ+ Ωη)〈φ|Jx|φ〉 . (28)

The variational energy is

EV = 〈ψ|H|ψ〉 =
(
〈φ| ⊗ 〈χ|

)
H̆
(
|φ〉 ⊗ |χ〉

)

= 〈φ|Hsp|φ〉+ Ω〈χ|a†a|χ〉
= 〈χ|Hbos|χ〉+ ξ2〈J2

x〉
(29)

obtained either with Hsp or Hbos. Note that one could
include Ω〈χ|a†a|χ〉 as a scalar constant in Hsp, or ξ〈J2

x〉
as a constant in Hbos, to get a perfectly symmetric ex-
pression.

In contrast to the mean-field ansatz the ground states
of the effective Hamiltonians Hsp, Hbos are no longer sim-
ple coherent states because of the J2

x and cosh[· · · ] term.
Instead, we have to determine |φ〉, |χ〉 freely through
a self-consistent computation of the respective ground
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states. The parameters ξi of each effective Hamiltonian
depend on expectation values formed with the respective
other state, which results in a non-parabolic minimiza-
tion problem. In practice, we can use a simple iterative
strategy and determine the ground states ofHsp andHbos

alternately, always with the respective updated parame-
ters ξ1, ξ2, ξ3 or ξ4, ξ5.

The result of such a computation for short spin j = 1/2
is shown in Fig. 3. The transformation parameter η is
determined from the minimum of EV (η), given in the
lower panel. Minima occur for η < 0. We observe the
significant lowering of the energy in comparison to the
mean-field energy at η = 0. More interestingly, at the op-
timal η-value the ansatz gives the correct result 〈Jx〉 ≈ 0
also for κ̄ = 1.5 > 1, in contrast to the wrong (and j-
independent) prediction 〈Jx〉/j ≈ 0.75 of mean-field the-
ory, which fails completely for the j = 1/2 case. We also
observe substantial values of S (it is S ≤ ln 2 ≈ 0.69 for
j = 1/2) at the optimal η: The ansatz succeeds because it
includes spin-oscillator entanglement. We continue with
the evaluation in Sec. VI.

Notice that for j = 1/2 the term J2
x = 1/4 is constant.

Then, and only then, the effective spin Hamiltonian gives
a spin coherent state |φ〉 also for ξ2 6= 0. Nevertheless,
the oscillator state |χ〉 is not a coherent state but shows
significant squeezing because still ξ4 6= 0 in Eq. (27).
Simplifications occur in the two limiting cases discussed
next.

C. The fast oscillator limit

In the limit of large Ω, the optimal |χ〉 is the boson
vacuum |vac〉. Then, the transformation parameter η oc-
curs only in the term (2ηκ+ Ωη2)J2

x of Hsp, and energy
minimization gives η = −κ/Ω. The effective spin Hamil-
tonian now reads

HΩ=∞
sp = ∆Jz −

κ2

Ω
J2
x . (30)

This is the Lipkin-Meshkov-Glick model of nuclear
physics [20]. Because we allow for free variation of |φ〉,
the variational ansatz here gives the exact ground state
|φ〉⊗ |vac〉 of H̆, and hence the exact ground state |ψ〉 of
H. For j <∞, |φ〉 is not a spin coherent state.

We have discussed elsewhere [11] the two possible vari-
ations of the limit Ω→∞ for j = 1/2 and j > 1/2, either
with constant κ/Ω or constant κ2/Ω, and their relation
to the Lang-Firsov transformation of polaron physics.

D. The large spin limit

Second, consider the limit of large j → ∞. In this
limit, the transformation Dx(η) assumes the form

Dx(η) =
j→∞

exp[η
√
j/2(b† + b)(a† − a)] (31)

after H-P transformation. For the sake of the argument
we assume being in the ordered phase, otherwise a spin
rotation has to be applied first, similar to Sec. IV.

If we compare the above transformation to the trans-
formation (18) we see that it gives only half of the trans-
formation. It is not general enough to achieve full decou-
pling of the two harmonic oscillators in the Hamiltonian
Hqc (Eq. (17)). However, the transformation Dx(η) can
achieve separation of the ground state of Hqc, which is
all that is required for the variational ansatz.

As explained in App. C the appropriate choice of η
gives the Hamiltonian

Dx(−η)HqcDx(η) =

ω1B
†B + λ(B†A+BA†) + ω2A

†A+ const . (32)

Here, new bosonic operators A(†), B(†) appear as linear
combinations of either the a(†) or b(†) operators. The
actual computations are rather technical and collected in
App. C.

Although the two oscillators are still coupled in the
transformed Hamiltonian (32), its true ground state is
a simple product state |φ〉 ⊗ |χ〉. Here, |φ〉, |χ〉 are the
squeezed oscillator states annihilated by B and A, respec-
tively. Because the coupling operator contains only terms
with either A or B, it annihilates the product state. In
the language of quantum optics the transformationDx(η)
achieves elimination of the counter-rotating terms in Hqc.

Because of this property the variational ansatz (20) can
give the correct ground state of H for large j including
the leading order quantum corrections. This observation
gives the justification for the particular form of Dx(η)
promised earlier.

VI. EVALUATION OF THE CORRELATED
ANSATZ

We now continue the evaluation of the variational
ansatz for finite j through comparison to quasi-exact data
from numerical diagonalization of H.

To prevent ambiguities with the j →∞ limit above the
QPT, we include a small symmetry breaking term εJx in
H + εJx, with ε = 10−3. This perturbation suffices to
select one of the two nearly symmetry broken states for
κ̄ > 1 and larger j, but does not affect results in the
symmetric phase.

The results shown in Fig. 4 for j = 1/2 correspond to
the situation of Fig. 3. Here, we plot the optimal results
of the variational ansatz after the minimization over η has
been performed. The agreement between the variational
and exact results is very good in this case. The varia-
tional energy deviates from the true ground state energy
by less than 0.4%, which is hundred times smaller than
the deviation from the mean-field energy (with η = 0).
This picture shows the overall success of the correlated
variational ansatz: It gives near-exact results for the en-
ergy, spin-observables, and the spin-oscillator entangle-
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FIG. 4: Comparison of results from the variational ansatz to
the true ground state from numerics, for j = 1/2. Left panel:
Ground state energy E, spin expectation values 〈Jz〉, 〈Jx〉,
and spin-oscillator entanglement entropy S as a function of
coupling κ̄. The crosses indicate the corresponding results
from the variational ansatz. For orientation we include the
mean-field energy (dashed curve). Right panel: Deviation
EV −E of the variational energy EV from the true energy E.
For orientation the dashed curve gives the difference Emf −E
to the mean-field energy, scaled by 10−2 to fit into the panel.

ment. In particular, it gives the correct 〈Jx〉 ≈ 0 where
mean-field theory would predict symmetry breaking with
large 〈Jx〉. The finite value of S shows that inclusion of
spin-oscillator correlations through the unitary transfor-
mation Dx(η) is the crucial step to go beyond mean-field
theory.

The ansatz is however not perfect, and we report in
Fig. 5 how it can fail for moderate spin length j = 5.
There, we observe a jump in S and 〈Jx〉 at κ̄ ≈ 1.48
while the true result is a continuous curve. The jump is
accompanied by a small kink in the result for 〈Jz〉. We
note that the variational energy remains very accurate:
The deviation from the true ground energy is below 0.5%
for all κ̄, and even precisely at the jump it is still five
times more accurate than the mean-field energy.

The origin of the artificial jump is depicted in Fig. 6,
where the variational energy EV (η) is shown in the vicin-
ity of the jump. A single minimum exists for smaller κ̄,
but a second minimum appears as κ̄ approaches the jump
value. Both minima switch the role of the global mini-
mum at κ̄ ≈ 1.48, and a first order phase transition with
a jump is predicted where in reality no such transition
occurs. At even larger κ̄ the second minimum would
disappear again. This behavior is a typical artefact of a
variational ansatz, known, e.g., from polaron physics, the
spin-boson model or general Hartree-Fock computations.

One should note that the energy is computed to much
higher accuracy than other observable. This is, quite di-
rectly, the consequence of the variational approach: We
optimize for the energy. In any case, the energy is not
a very sensitive quantity and tiny energy changes can
correspond to huge changes in other observables. There-
fore, comparison of variational energies is not sufficient
to argue for the quality of a variational ansatz.
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to the true ground state from numerics as in the previous
figure, now for j = 5. Left panel: Ground state energy E,
spin expectation values 〈Jz〉, 〈Jx〉, and spin-oscillator entan-
glement entropy S as a function of coupling κ̄. The crosses
and circles indicate corresponding curves from the variational
ansatz. The arrow indicates the “jump” at κ̄ ≈ 1.48 of the
variational results for S and 〈Jx〉. Right panel: Deviation
EV −E of the variational energy EV from the true energy E.
The dashed curve gives the difference Emf − E to the mean-
field energy. At κ̄ = 1.48, it is EV −E = 0.0046 in comparison
to Emf − E = 0.0236.

As we have shown in Sec. V D the variational ansatz
becomes exact in the large spin limit j →∞. Therefore,
we expect that the artificial jump becomes less significant
with increasing j. Fig. 7 shows that this expectation
holds true. At j = 40 the jump is still present, but now
it traces the true rapid change of S and 〈Jx〉 slightly
above the QPT.

For even larger j the theoretical argument Sec. V D
shows that we can observe convergence of the variational
result for S towards the analytical result in the j → ∞
limit. Note that the similar convergence of the 〈Jx〉 ex-
pectation value is not surprising: It only expresses the
fact that this observable is obtained from mean-field the-
ory for j → ∞, and does not make a statement about
the quality of the variational ansatz.

VII. CONCLUSIONS

For the example of the Dicke model we introduced
and analyzed a correlated variational ansatz that extends
mean-field theory with quantum correlations and fluctu-
ations. The extension of mean-field theory is not arbi-
trary but controlled by the behavior in the j →∞ limit,
where the variational ansatz gives correct results for the
quantum corrections to the classical limit.

We show that the ansatz can give very good results not
only for the ground state energy, but also for more cru-
cial quantities such as the spin-oscillator entanglement.
The agreement achieved there provides a better test for
the quality of the variational ansatz than the near-exact
results achieved for the ground state energy.
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Nevertheless, the ansatz still suffers from a typical er-
ror found with variational ansätze in general: An artifi-
cial jump, here in S and the 〈Jx〉 expectation value, that
occurs whenever several minima appear in the variational
energy and the global mimimum changes discontinuously
as the coupling is increased. This erroneous effect dimin-
ishes for larger spin, as expected from the construction
of the ansatz. As we show analytically, the variational
ansatz becomes exact for j → ∞ including the leading
quantum corrections.

In the present example, the jump of observables ap-
pears in spite of the high accuracy of the variational en-
ergy. This illustrates the general concerns one should
have about a variational ansatz, for which it is some-
times hard to tell which results are real and which are
artifacts. To overcome this problem one has to devise
a scheme that allows for systematic improvement. The
present ansatz is rigid in the sense that one cannot easily
include more parameters in the unitary transformation,
or additional variational degrees of freedom. Essentially
the only way out of this situations would be to start from
a linear combination of a few instead of the single prod-
uct state in Eq. (20). In this way, also the reflection
symmetry of the Dicke Hamiltonian could be explicitly
accounted for in the variational ansatz.

However, it would be overkill to pursue this avenue for
the Dicke model, which can be solved quasi-exactly with
standard small-scale numerics. More interesting is the
development of improved variational schemes for models
such as the spin-boson model with a coupling to continu-
ous bosonic degrees [21, 22]. The QPTs in these systems
are different in nature from the QPT in the Dicke model,
because they do not require a classical limit, and are
still hard to tackle even with advanced numerical meth-
ods [23–25].
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Appendix A: Spin and oscillator coherent states

We use standard definitions of spin and oscillator co-
herent states (see Ref. [26] for a review).

An oscillator coherent state is defined through

|α〉 = D(α)|vac〉 = exp[αa† − α∗a]|vac〉 , (A1)

where |vac〉 is the boson vacuum. It is

〈α|a(†)|α〉 = α(∗) . (A2)

In the main text, α is real.
A spin coherent state is defined through

|θ〉 = eiθJy |−j〉 , (A3)

where |−j〉 is the Jz eigenstate with minimal eigenvalue
−j. It is

〈θ|Jz|θ〉 = −j cos θ , 〈θ|Jx|θ〉 = j sin θ . (A4)

Only these spin coherent states, which result from a ro-
tation around the y-axis, are needed in the main text.
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Appendix B: Algebraic properties of the unitary
transformation Dx(η)

Direct application of eABe−A =
∑∞
n=0(1/n!)[A,B]n,

with iterated commutators [A,B]0 = B, [A,B]n+1 =
[A, [A,B]n], gives the transformation rules

Dx(−η)a(†)Dx(η) = a(†) + ηJx , (B1)

from which one gets

Dx(−η)(a† + a)Dx(η) = a† + a+ 2ηJx , (B2)

and

Dx(−η)(a†a)Dx(η) = a†a+ ηJx(a† + a) + η2J2
x . (B3)

These rules depend only on the bosonic commutation re-
lations and can be generalized for an arbitrary operator
replacing Jx.

For the spin operator Jz one finds

Dx(−η)JzDx(η) = Jz

∞∑

n=0

1

(2n)!
η2n(a† − a)2n

+ iJy

∞∑

n=0

1

(2n+ 1)!
η2n+1(a† − a)2n+1

= Jz cosh[η(a† − a)] + iJy sinh[η(a† − a)] . (B4)

The simple form of this transformation rule depends on
the spin commutation relations. It does not generalize to
arbitrary operators.

Appendix C: Partial decoupling of Hqc

After the Holstein-Primakoff transformation the
bosonic operator for the quantums corrections has the
form

Hqc = ωbb
†b+ λ(b† + b)(a† + a) + ωaa

†a

= 1
2ωb(X

2
b + P 2

b ) + 2λXbXa + 1
2ωa(X2

a + P 2
a )− Eqc

(C1)

(cf. Eq. (17)), with parameters ωa, ωb, λ that depend on
∆,Ω, κ̄. Here, we introduced position and momentum
operators as

Xa =
1√
2

(a† + a) , Pa =
i√
2

(a† − a) , (C2a)

Xb =
1√
2

(b† + b) , Pb =
i√
2

(b† − b) , (C2b)

and Eqc = 1
2 (ωa + ωb). Notice the stability condition

4λ2 < ωaωb for a Hqc bounded from below. The specific
form of Hqc in Eq. (C1) holds below the QPT. Above the

QPT an additional (b+ b†)2 term appears which can be
accounted for by a redefinition of the Xb, Pb operators.
The following argument does not change.

Our goal is to show that the ground state of Hqc can be
written in the form Dx(γ)

[
|χb〉⊗|χa〉

]
, where the unitary

transformation is

Dx(γ) = exp[iγXbPa] = exp[ 1
2 iγ(b† + b)(a† − a)] (C3)

(cf. Eq. (31)). The transformed Hamiltonian is

Dx(−γ)HqcDx(γ) = (C4)
1
2 (ωb + ωaγ

2 − 4λγ)X2
b + 1

2ωbP
2
b

+ 1
2ωaX

2
a + 1

2 (ωa + ωbγ
2)P 2

a

+ (2λ− ωaγ)XaXb + ωbγPaPb .

Notice that all parameters are real.
Now make the ansatz

A = a1Xa + ia2Pa , B = b1Xb + ib2Pb , (C5a)

A† = a1Xa − ia2Pa , B† = b1Xb − ib2Pb , (C5b)

in the Hamiltonian

H̃ = B†B + µ(B†A+BA†) +A†A (C6)

= a2
1X

2
a + a2

2P
2
a + b21X

2
b + b22P

2
b

+ 2µa1b1XaXb + 2µa2b2PaPb − Ẽ .

Here, Ẽ = a1a2 + b1b2.
The ground state of H̃ is a product state |χb〉 ⊗ |χa〉,

where the two states |χa/b〉 are those squeezed oscilla-
tor states that are annihilated by the operator A or B,
respectively. Thus, to achieve the above goal, we must
try to choose the transformation parameter γ in such a
way that the transformed Hamiltonian from Eq. (C4) as-

sumes the form of H̃. Comparison of the two expressions
gives the condition

2λ− ωaγ
ωbγ

=
a1b1
a2b2

=

√
ωa(ωb + ωaγ2 − 4λγ)√

ωb(ωa + ωbγ2)
, (C7)

or the equivalent equation

(2λ−ωaγ)
√
ωb(ωa + ωbγ2) = ωbγ

√
ωa(ωb + ωaγ2 − 4λγ) .

(C8)
Under the above stability condition the argument of the
square root on the right hand side of the equation is al-
ways positive. The left and right hand side of the equa-
tion diverge towards opposite values ±∞ for γ → ±∞,
such that there is always a choice of γ to satisfy the
above condition. Therefore, we have achieved our goal.
We note that the specific value of γ can be obtained from
a quadratic equation that follows from Eq. (C8). It could
be used to fix the parameter η in Eq. (20) as an alterna-
tive to energy minimization, at least for large j.
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We consider the dynamics of atomic and field coherent states in the nonresonant Dicke model. At weak coupling
an initial product state evolves into a superposition of multiple field coherent states that are correlated with the
atomic configuration. This process is accompanied by the buildup and decay of atom-field entanglement and leads
to the periodic collapse and revival of Rabi oscillations. We provide a perturbative derivation of the underlying
dynamical mechanism that complements the rotating wave approximation at resonance. The identification of two
different time scales explains how the dynamical signatures depend on the sign of detuning between the atomic
and field frequency and predicts the generation of either atomic or field cat states in the two opposite cases. We
finally discuss the restrictions that the buildup of atom-field entanglement during the collapse of Rabi oscillations
impose on the validity of semiclassical approximations that neglect entanglement.

DOI: 10.1103/PhysRevA.85.043803 PACS number(s): 42.50.Pq, 03.67.Bg, 42.50.Dv

I. INTRODUCTION

In cavity quantum electrodynamics [1], where the con-
finement of atoms results in coherent coupling to a single
field mode, optical signatures such as non-Poissonian photon
statistics [2] or vacuum Rabi oscillations [3] allow for the direct
observation of quantum effects on light-matter interaction. A
fundamental consequence of field quantization is the collapse
and revival (CR) of Rabi oscillations in a resonant cavity
[4]. This effect, described by the Jaynes-Cummings model
[5], involves the generation of atom-field entanglement and
nonclassical “Schrödinger cat” states of the photon field [6].
In nonresonant cavities, on the other hand, the preparation
of field cat states relies on linear frequency shifts induced
by the atom-field coupling [7]. Additional effects arise in
situations beyond weak coupling or resonance [8], but also for
the superradiant quantum phase transition in atomic ensembles
[9], which has a close connection to quantum chaos and critical
entanglement [10].

In this paper we analyze the CR dynamics of atomic
ensembles in the nonresonant Dicke model [11]. We identify
the relevant CR mechanism that results from the weak-
coupling correction to the bare atomic and field frequency.
In difference to the behavior of a single atom studied in
the Jaynes-Cummings model, more complex CR patterns are
expected for atomic ensembles [12]. So far, they have been
discussed only in the rotating wave approximation (RWA)
[13,14], which is restricted to the near-resonant case.

The analysis of the nonresonant case provided here shows
the importance of two different time scales for the CR
dynamics. They are associated with the dynamical splitting
of either field or atomic coherent states and the subsequent
generation of field or atomic Schrödinger cat states. The
effectiveness of the different dynamical mechanisms depends

*Present address: Institut für Physik, Ernst-Moritz-Arndt-
Universität, 17487 Greifswald, Germany; alvermann@physik.
uni-greifswald.de

on the sign of detuning: Atomic (field) cat states are generated
predominantly if the field frequency is larger (smaller) than
the atomic transition frequency. The former (latter) situation
is further characterized by the buildup of significant atomic
squeezing (atom-field entanglement) during the initial collapse
phase. In both cases a periodic CR pattern develops on long
time scales.

To understand these effects we proceed as follows. We first
describe, in Sec. II, the principal behavior using numerical
results for atomic expectation values, the entanglement
entropy, and phase space distribution functions. These
results establish Rabi oscillations and CR dynamics for the
nonresonant case and indicate the evolution of an initial
product state into a quantum superposition with large
atom-field entanglement. We then deduce this behavior from
the nonresonant weak-coupling perturbation theory developed
in Sec. III and Appendix as the equivalent to the RWA at
resonance. Perturbation theory allows for a clear identification
of the relevant mechanisms and predicts the characteristic
structure of the wave function as a quantum superposition
of multiple classical field states. In Sec. IV we return to
numerical calculations for the opposite cases of small or large
field frequency. According to the two different time scales
that we found in perturbation theory we will observe the
realization of “Schrödinger cat”-like states of the atom or
the field. Since atom-field entanglement plays a decisive role
in the CR dynamics, we discuss in Sec. V the consequences
for the standard semiclassical approximation to the Dicke
model, which is found to encounter problems even close to the
classical field limit. Our findings are summarized in Sec. VI.

II. COLLAPSE AND REVIVAL DYNAMICS

Atomic ensembles are described in the Dicke model [11],

H = −�Jz + λ(a† + a)Jx + �a†a, (1)

as a pseudospin of length j (using angular momentum
operators Jx , Jz), which represents an ensemble of 2j two-level
atoms with transition frequency � coupled to a bosonic field

043803-11050-2947/2012/85(4)/043803(8) ©2012 American Physical Society

Article III

47



A. ALVERMANN, L. BAKEMEIER, AND H. FEHSKE PHYSICAL REVIEW A 85, 043803 (2012)

0 0.05 0.1 0.15
t / (2π/Ω)

-1
0
1

〈J
z〉, 

〈J
x〉 x

z

(a)

0 0.5 1 1.5
t / (2π/Ω)

-1
0
1

〈J
z〉, 

〈J
x〉 x

z

(b)

0 5 10 15
t / (2π/Ω)

-1
0
1

〈J
z〉 , 

〈J
x〉 x

z

(c)

0 50 100 150
t / (2π/Ω)

-1
0
1

〈J
z〉, 

〈J
x〉 x

z

10 25 50 (d)

0 200 400
t / (2π/Ω)

0
10
20
30

Δ f

0

ln 4

ln 2

S

S

Δf

(e)

FIG. 1. (Color online) CR dynamics of three atoms (j = 3/2)
for �/� = 0.01, λ/� = 0.01, with θ0 = π/2, α0 = 5.0 in the initial
state at t = 0. Upper row and lower left panel: Atomic expectation
values 〈Jx(t)〉 (black curve marked “x”), 〈Jz(t)〉 (blue curve marked
“z”) over different time scales, covering three orders of magnitude.
Panels (b) and (c) show envelope functions because the fast atomic
oscillations visible in panel (a) cannot be resolved in the pictures.
Lower right panel: Entanglement entropy S(t) (red curve) and field
variance �f (t) (green curve).

mode with frequency � (using ladder operators a(†)). We
consider this model in the two different nonresonant cases
� � � and � � �.

An example of CR dynamics for � � � is given in Fig. 1.
In this and all following examples, the system at time t = 0 is
prepared in the product state

|ψ(0)〉 = |θ0〉 ⊗ |α0〉 (2)

of an atomic coherent state

|θ0〉 = exp[−iθ0Jy]|j,j 〉

=
j∑

m=−j

(
2j

j + m

)1/2(
cos

θ0

2

)j+m(
sin

θ0

2

)j−m

|j,m〉
(3)

and a field coherent state

|α0〉 = exp[α0a
† − α∗

0a]|0〉

= e−|α0|2
∞∑

n=0

αn
0√
n!

|n〉, (4)

using the Jz eigenstates |j,m〉 and the a†a eigenstates |n〉
(cf. Ref. [15]). In the initial state it is 〈Jz〉 = j cos θ0, 〈Jx〉 =
j sin θ0, and 〈a〉 = α0. We assume that |α0| � 1 for a classical
field and generally choose α0 ∈ R, α0 > 0.

Figure 1 shows the atomic observables 〈Jx/z(t)〉 over dif-
ferent time scales. They have been calculated from numerical
time propagation of the wave function using the Chebyshev
technique [16]. Up to 103 bosons have been kept in the
calculations to prevent errors from the truncation of the bosonic
part of the Hilbert space. All numerical data shown are exact
in the sense that the relative error is on the level of machine
precision.

On a short time scale [panel (a)], we observe fast oscillations
with the atomic frequency �. The amplitude of the 〈Jz(t)〉
oscillations is of order λ. On a longer time scale [panel (b)],
the atomic oscillations in 〈Jz(t)〉 are modulated by oscillations
with frequency � (note that we show envelope functions
whenever the fast atomic oscillations are not resolved in the
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FIG. 2. (Color online) Field Husimi function Qf (α) in the
collapse phase for three atoms with parameters from Fig. 1, at times
t/(2π/�) = 10,25,50 corresponding to the arrows in the lower left
panel in Fig. 1. The dashed circles have radius α0. The color encoding
runs from white for Q = 0 through blue to red for the maximal Q

value in the respective picture, as shown in the color bar on the right.

pictures). We call them Rabi oscillations in analogy to the
resonant case because they arise from the coupling of the atoms
to a classical field. In the nonresonant case � � � they appear
with the field frequency �. The collapse of Rabi oscillations is
observable over the first 5 to 10 field periods 2π/� [panel (c)],
before they reappear on an even longer time scale [panel (d)],
with a revival time of TR/(2π/�) ≈ 100 field oscillations. In
contrast to the resonant case, a periodic CR pattern of Rabi
oscillations evolves.

The CR’s are accompanied by the periodic buildup and
decay of atom-field entanglement (lower right panel in Fig. 1),
which we measure through the entanglement entropy

S = −Tr[ρr ln ρr ]. (5)

It is obtained from either the reduced atomic or field density
matrix ρr , which both give the same value according to the
Schmidt decomposition [17]. From the initial product state
with S = 0, entanglement is generated in the collapse phase
until S is close to the maximal possible value ln(2j + 1).
The revivals coincide with entanglement decay, as the wave
function returns to a product form. A similar behavior is found
for the field variance, which we define as the product

�f = 1
2 {�[a† + a] �[i(a† − a)]}1/2 (6)

of the uncertainties of the field operators (a† + a)/
√

2, i(a† −
a)/

√
2, where �A = 〈A2〉 − 〈A〉2 as usual. In Fig. 1 it signals

that the initial coherent state with minimal �f = 1/2 evolves
into a field state with large variance in the collapse phase.

To identify the structure of the bosonic field we show in
Fig. 2 the field Husimi function [15]

Qf (α) = |〈α|ψ〉|2. (7)

By definition, it is the probability of finding the field in
the coherent state |α〉. For λ = 0, points in the phase space
rotate on circles around the origin α = 0. We observe that the
Husimi function is a superposition of several Gaussian peaks
indicating the splitting of the initial into multiple coherent
field states in the collapse phase. Partial revivals, e.g., at
t = TR/2 ≈ 50 × (2π )/�, occur when some but not all of
the coherent field states merge. At a full revival t = TR

(not shown), the Husimi function consists again of a single
Gaussian peak at α0 which indicates the revival of the initial
state. This explains the behavior of the field variance �f .

We observe here the first of two CR mechanisms. An initial
coherent field state splits because the rotation frequency in
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oscillator phase space depends on the atomic configuration.
The field-induced collapse phase coincides with maximal en-
tanglement between the atomic and several coherent field states
whose phase space position differs by a finite angle. The large
entanglement indicates an incoherent superposition rather than
a field cat state that requires a coherent superposition [18].
Periodic revivals occur when the relative angles approach zero
again.

III. NONRESONANT PERTURBATION THEORY

After the discussion of the first example, we now derive
the CR mechanisms using perturbation theory. The central
result will be that under the appropriate conditions for the
perturbative treatment specified below, the wave function has
the structure

|ψ(t)〉 =
j∑

m=−j

ψm(t) |σm(t)〉 ⊗ |αm(t)〉, (8)

where |σm(t)〉 are a set of atomic (i.e., spin) states that occur
together with field coherent states |αm(t)〉. We note that the
field remains essentially classical during time evolution since
only coherent states occur, but it becomes entangled with the
atomic ensemble because of the dependence of αm(t) on m:
Each classical field state is “tagged” by the associated atomic
configuration |σm(t)〉.

A. Derivation of the perturbative wave function

The unperturbed eigenstates at zero coupling (λ = 0)
are the product states |m〉 ⊗ |n〉 of Jz eigenstates |m〉 and
field Fock states |n〉, with energy E0

mn = −m� + n�. From
standard nondegenerate second-order perturbation theory we
obtain the energy correction as

E(2)
mn = λ2

8

∑
μν=±1

(j − μm)(j + μm + 1)(2n + ν + 1)

μ� − ν�
, (9)

where the sum contains contributions from the four states
|m ± 1〉 ⊗ |n ± 1〉 contributing in second order through the
interaction term λ(a† + a)Jx . The correction to the eigenstates
is given by a similar expression, but we need to keep only the
leading first-order terms in λ (further perturbative results are
given in Appendix). Both expressions can be combined into
a unitary time-evolution operator that gives the perturbative
wave function as

|ψ(t)〉(2) = U † exp[−iH̃ t]U |ψ(0)〉, (10)

with an effective Hamiltonian

H̃ = −�Jz + �a†a − ωE(2a†a + 1)Jz − ωSJ
2
z (11)

and a unitary transformation of states

U = exp

[
− 2ωS

λ
(a† − a)Jx − i

2ωE

λ
(a† + a)Jy

]
. (12)

Here we introduced the two frequencies

ωE = λ2�

2(�2 − �2)
, ωS = λ2�

2(�2 − �2)
(13)

that appear in H̃ as a consequence of the atom-field coupling
and dropped a constant term �j (j + 1). Due to the unitary

form of the perturbative result it remains valid for long times
t and large |α0|, provided that λ|α0| � |�2 − �2|.

The central information about the nonresonant CR mecha-
nism is contained in the two time scales

TE = π

|ωE| , TS = π

|ωS | (14)

in the effective Hamiltonian H̃ . The “entangling” time TE

is associated with the term a†aJz, which gives an energy
correction ∝ mn and is the origin of the atom-dependent field
splitting observed in Fig. 2. The “squeezing” time TS occurs
with J 2

z . Since this term affects only the atomic ensemble, no
additional entanglement is generated. Instead, it leads to the
squeezing of atomic coherent states and splitting into atomic
cat states [13,19]. The ratio TE/TS = �/� determines which
term dominates the initial dynamics. A similar perturbation
theory for a simplified model in RWA does not distinguish
between the different time scales [14] (see also Appendix).

We can now construct the perturbative wave function in
the form of Eq. (8), starting from the initial state |ψ(0)〉 =
|θ0〉 ⊗ |α0〉 used throughout this paper. Under the assumption
|α0| � 1 we can replace the operators a† + a, i(a† − a) in the
unitary transformation U from Eq. (12) by the scalars 2 Re α0,
2 Im α0, respectively. The error of this replacement is of order
1/|α0|. Then, U reduces to a spin rotation operator of the form

R(a,b) = exp [i(aJx − bJy)] (a,b ∈ R), (15)

and we get

U [|σ 〉 ⊗ |α〉] =
[
R

(
4ωS Im α

λ
,
4ωE Re α

λ

)
|σ 〉

]
⊗ |α〉 (16)

for every atomic state |σ 〉 and a field coherent state with
|α| � 1.

We note that general atomic coherent states can be defined
through

|θ,φ〉 = R(θ sin φ,θ cos φ)|j,j 〉, (17)

which gives

〈θ,φ|Jz|θ,φ〉 = j cos θ,
(18)

〈θ,φ|Jx |θ,φ〉 = j sin θ cos φ .

Atomic coherent states remain coherent states under rotation.
In particular for the initial state we have

U [|θ0〉 ⊗ |α0〉] = |θ0+δθ〉 ⊗ |α0〉 (19)

from the relation R(0,θ ′)|θ〉 = |θ + θ ′〉, a simple rotation of
the atomic coherent state by the angle

δθ = 2λ�α0

�2 − �2
. (20)

Here, we still assume for simplicity that α0 ∈ R.
Since the effective Hamiltonian H̃ is diagonal in the

Jz eigenstates |m〉, application of exp[−iH̃ t] to the state
in Eq. (19) rotates the field component of the different Jz

contributions. The operator a†a generates a rotation of field
coherent states of the form exp[iξa†a]|α〉 = |exp(iξ )α〉, such
that we have

exp [−iH̃ t]|m〉 ⊗ |α0〉 = eit(m(�+ωE )+m2ωs ) |m〉 ⊗ |αm(t)〉,
(21)

043803-3

Article III

49



A. ALVERMANN, L. BAKEMEIER, AND H. FEHSKE PHYSICAL REVIEW A 85, 043803 (2012)

0 0.5 1 1.5
t / (2π/Ω)

-1
0
1

〈J
z〉, 

〈J
x〉 x

z

0 5 10 15
t / (2π/Ω)

-1
0
1

〈J
z〉, 

〈J
x〉 x

z

0 50 100 150
t / (2π/Ω)

-1
0
1

〈J
z〉, 

〈J
x〉 x

z

FIG. 3. (Color online) Perturbative result for the CR dynamics
of three atoms with parameters from Fig. 1. Shown are the atomic
expectation values 〈Jx(t)〉, 〈Jz(t)〉 obtained with Eqs. (8)–(25),
corresponding to panels (b)–(d) in Fig. 1.

with

αm(t) = α0e
−it(�−2mωE ). (22)

We note the scalar product

|〈αm(t)|αm′(t)〉| = exp[−|α0|2(1 − cos δαmm′ )] (23)

between two field coherent states enclosing the finite phase
space angle δαmm′ = 2π (m − m′)(t/TE).

For each of the states in Eq. (21) the inverse transformation
U † leads again to a spin rotation as in Eq. (16), but the
arguments of R(·,·) now depend on αm(t). We have U †|m〉 ⊗
|αm(t)〉 = |σm(t)〉 ⊗ |αm(t)〉 with

|σm(t)〉 = R

(
− 4ωS

λ
Im αm(t), − 4ωE

λ
Re αm(t)

)
|m〉. (24)

Collecting all results, we finally see that the perturbative
wave function |ψ(t)〉(2) has indeed the structure proposed in
Eq. (8), with individual terms given by Eqs. (22), (24) and

ψm(t) = eit[m(�+ωE )+m2ωs ] 〈m|θ0+δθ〉. (25)

The coefficients 〈m|θ〉 of an atomic coherent state are given in
Eq. (3). We note that the spin states |σm(t)〉 are not orthogonal
since the rotation with R(·,·) depends on αm(t). This effect is
of order λ and not an artifact of perturbation theory.

B. Collapse and revivals in perturbation theory

Explicit expressions for the values of atomic and field
observables can be derived from the above equations, but
we do not show them here since they are rather lengthy
and not very illuminating. Instead, let us focus on the CR
dynamics in the situation � � � addressed in Figs. 1 and 2.
The perturbative result for atomic expectation values is shown
in Fig. 3. Comparison with Fig. 1 shows that perturbation
theory is in excellent agreement with the numerical data.

In the initial dynamics, for t � TE,TS , differences be-
tween the coherent state parameters αm(t) are negligible.
Therefore, the wave function has product form |ψ(t)〉 ≈
|σ (t)〉 ⊗ |α0e

−i�t 〉. The atomic state |σ (t)〉 is obtained from
the initial atomic coherent state |θ0〉 through three rotations
around different axes: The first rotation from Eq. (19), the
second rotation from the effective Hamiltonian as exp[it�Jz],
and the third rotation from Eq. (24) which currently does not
depend on m. Therefore, |σ (t)〉 is itself an atomic coherent state
as in Eq. (17). From Eq. (18) we obtain the atomic expectation
values as

〈Jz(t)〉 = j [cos �t sin(δθ cos �t) sin(θ0 + δθ )

+ cos(δθ cos �t) cos(θ0 + δθ )], (26)

〈Jx(t)〉 = j [cos �t cos(δθ cos �t) sin(θ0 + δθ )

− sin(δθ cos �t) cos(θ0 + δθ )]. (27)

These expressions describe, through the term δθ cos �t , Rabi
oscillations with frequency �. Their origin within perturbation
theory is the dependence of the final rotation in Eq. (24) on
αm(t) ≈ α0e

−i�t for t � TE .
Since � � �, the term a†aJz determines the CR dynamics

for times t ∼ TE � TS . The splitting of the initial coherent
field state |α0〉 into the 2j + 1 coherent states |αm〉 is the
source of entanglement with the atomic Jz eigenstates |m〉.
Because different |m〉 states are orthogonal, the field is in
an incoherent superposition. The collapse of Rabi oscillations
is a consequence of the decreasing overlap |〈αm|αm′ 〉| from
Eq. (23).

Deep in the collapse phase the overlap between different
contributions |σm〉 ⊗ |αm〉 in Eq. (8) is negligible. As a
consequence the phase of ψm(t) in Eq. (25), and thus the
term �t responsible for atomic oscillations, drops out of the
expressions. The atomic expectation values are now

〈Jz(t)〉 =
j∑

m=−j

m |〈m|θ0 + δθ〉|2 cos ξm(t), (28)

〈Jx(t)〉 =
j∑

m=−j

m |〈m|θ0 + δθ〉|2 sin ξm(t), (29)

with ξm(t) = δθ cos(� − 2ωEm)t . Expanding cos ξm(t) =
1 + O(λ2) we see that up to small corrections, 〈Jz〉 in the
collapse phase is given by the constant value

〈Jz(t)〉|collapse =
j∑

m=−j

m |〈m|θ0 + δθ〉|2

= 〈θ0 + δθ |Jz|θ0 + δθ〉 = j cos(θ0 + δθ ). (30)

This result is again a consequence of the rotation of the initial
atomic coherent state in Eq. (19). For the parameters in Fig. 1
the expected value is j cos(θ0 + δθ ) ≈ −0.15, which is in
full agreement with the numerical results. On the other hand,
〈Jx(t)〉 retains through the sin ξm(t) term of order λ the cos(�t)
dependence seen in the middle panel in Figs. 1 and 3.

For later times, inspection of Eqs. (22) and (23) shows
that periodic revivals occur at multiples of TE . For Fig. 1,
the estimate TE = 100(2π/�) is close to the numerical value.
The appearance of a periodic CR pattern is a consequence
of the linear dependence of E(2)

mn on both m, n, which is a
significant difference from the RWA at resonance, where the
energy correction ∝ √

n prevents truly periodic revivals [6].

IV. GENERATION OF ATOMIC AND FIELD CAT STATES

The nonresonant perturbation theory from the previous
section shows that in the opposite cases � � � and � � �

either the term ∝ a†aJz or ∝ J 2
z in the effective Hamiltonian

H̃ determines the dynamical properties over the respectively
shorter time scale TE or TS . Both terms lead to a different
structure of the wave function that is related to the generation of
either field or atomic cat states. These cat states appear as linear
combinations of well-separated atomic or field coherent states.
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FIG. 4. (Color online) Formation of field cat states in the CR
dynamics for �/� = 1/20 �1, with λ/� = 0.02, j = 10 and θ0 =
π/4, α0 = 3. Upper panels: Spin expectation values 〈Jx/z〉 (left),
entanglement entropy S and field variance �f (right). Lower panels:
Atomic and field Husimi function Qa(θ,φ) (left), Qf (α) (middle) and
Schmidt coefficients (right), at t = 25 × (2π/�). For Qa(θ,φ), we
show the hemisphere 0 � θ � π/2, with θ = 0 in the center, θ = π/2
on the outer circle, and 0 � φ < 2π running counterclockwise as
depicted. The gray dashed circle indicates θ = π/4. The gray dashed
circles in this and the following figures indicate θ = π/4.

A “perfect” field cat state would, e.g., be the state |α〉 ± |−α〉
for |α| � 1.

We have already discussed the case � � � in some detail
and will now revisit the structure of the wave function for
the situation shown in Fig. 4. As expected, the collapse
phase coincides with large atom-field entanglement and
large field variance. The coherent state parameters αm(t) in
the wave function Eq. (8) differ by an angle that is a multiple
of 2π (t/TE). Whenever t/TE is a rational number, some of
the αm are equal such that fewer coherent field states appear in
the wave function. This explains the dips in the entanglement
entropy S(t) in Figs. 1 and 4.

At t = 25 × (2π/�) ≈ TE/5, the field Husimi function
Qf is a superposition of five Gaussian peaks. For the atomic
state, a similar fivefold pattern cannot be clearly identified in
the atomic Husimi function [15]

Qa(θ,φ) = |〈θ,φ|ψ〉|2, (31)

which is defined via atomic coherent states from Eq. (17)
similar to the field Husimi function. It gives the pseudospin
probability distribution as a function of spherical angle
coordinates θ,φ. For λ = 0, the phase space sphere would
rotate rigidly around the z axis passing through the origin
θ = 0.
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FIG. 5. (Color online) Atomic and field Husimi function of the
two largest contributions in the Schmidt decomposition from Fig. 4,
with respective weight 0.37 (left), 0.25 (right).
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FIG. 6. (Color online) Atomic and field Husimi function of the
two relevant contributions in the Schmidt decomposition at t = 60 ×
(2π/�) ≈ TE/2 (remaining parameters as in Fig. 4), with respective
weight 0.65 (left), 0.32 (right).

If the atomic states |σm(t)〉 in Eq. (8) were mutually
orthogonal the field superposition seen in Qf would be
completely incoherent. We know from perturbation theory
that the states are not orthogonal due to the rotation with
U † in Eq. (24), which allows for a coherent superposition
and the appearance of field cat states. To check up on this
possibility we use the Schmidt decomposition of the atomic
and field wave function [17]. The Schmidt coefficients, i.e.,
the eigenvalues of both the atomic and field density matrix
depicted by Qa/f , have five relevant contributions. The two
largest are shown separately in Fig. 5. We can identify a field
cat state in the largest contribution (left panels), while the
corresponding atomic state is strongly squeezed but not a cat
state. In the second largest contribution the indication of an
atomic cat state is visible. We also conclude that the fivefold
field superposition in Fig. 4 is partially coherent.

Halfway through the collapse phase, for t ≈ TE/2, the
two contributions shown in Fig. 6 comprise 98% of the
wave function. Now, atomic and field cat states appear
simultaneously. Note that the appearance of field cat states
is again a consequence of the transformation U † in the
perturbative result and the resulting nonorthogonality of the
|σm〉 states in Eq. (8). Otherwise, the wave function would
have the form |σ+〉|α〉 + |σ−〉|−α〉 with two orthogonal atomic
states |σ±〉, and no field cat states could appear. Instead, the
final rotation with U † in Eq. (24) leads to a finite overlap
〈σ+|σ−〉 �= 0, and field cat states � |α〉 ± |−α〉 occur in the
Schmidt decomposition.
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FIG. 7. (Color online) Formation of atomic cat states for �/� =
20 �1, with λ/� = 0.5, j = 10 and θ0 = π/4, α0 = 3 in the initial
state. The panels show the same quantities as in Fig. 4, with t =
32 × (2π/�) in the lower row.
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FIG. 8. (Color online) Atomic and field Husimi function of the
two largest contributions in the Schmidt decomposition from Fig. 7,
with respective weight 0.78 (left), 0.18 (right).

In the opposite case � � �, addressed in Fig. 7, the
wave function remains close to a product form |σ (t)〉 ⊗ |α(t)〉
for times t � TS � TE . The entanglement entropy and field
variance are correspondingly small. In contrast to the initial
short-time dynamics of Rabi oscillations in Eq. (26) that we
deduced from the product form for times t � TS,TE , the term
J 2

z in H̃ now gives rise to squeezing and splitting of the initial
atomic coherent state. In the situation shown in Fig. 7, the
atomic Q function at t = 32 × (2π/�) ≈ TS/2 � TE has a
twofold structure. It appears since, in the present case of integer
even j ,

exp

[
−i

π

2
J 2

z

]
|θ〉 = 1

1 + i
|θ〉 + 1

1 − i
|−θ〉 (32)

is a linear combination of two atomic coherent states |θ〉, |−θ〉.
The two relevant contributions in the Schmidt decomposition
are shown in Fig. 8. As opposed to the previous case � � �,
we identify the signatures of an atomic cat state together with
a single coherent field state in the largest contribution (left
panels). The annulus in Qf for the second largest contribution
(right panels) originates from a superposition of two field
coherent states |α ± δα〉 with |δα| � 1. This structure is a
precursor of the field state splitting through the a†aJz term for
later times TS � t � TE .

V. ATOM-FIELD ENTANGLEMENT AND THE
SEMICLASSICAL APPROXIMATION

The CR mechanism for � � � does not depend on the
nonclassical properties of a quantized field, but only on the
possibility of atom-field entanglement. We thus expect that
the basic signature of this mechanism, the collapse of Rabi
oscillations, also occurs for atoms in strong radiation fields
close to the classical field limit where the field quantization
plays no role.

The classical field limit can be defined rigorously as the
limit |α0| → ∞, keeping λ|α0| constant. In this limit, the field
mode evolves independently of the atoms because the product
λ〈Jx〉, which gives the strength of the atomic influence on
the field, goes to zero for λ → 0 and finite j . The product
λ〈a + a†〉, which determines the influence of the field on
the atoms, remains finite. The Dicke model reduces to the
model of an atomic ensemble driven by an external field
B(t) = (2λα0 cos �t,0, − �). The atomic expectation values
J = (〈Jx〉,〈Jy〉,〈Jz〉) obey the equation of motion

∂tJ = B(t) × J. (33)

The characteristic signatures of such a driven system are Rabi
oscillations.
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FIG. 9. (Color online) Comparison of the SCA to the exact
dynamics of the Rabi model (j = 1/2) with �/� = 0.01, λ/� =
0.02 and θ0 = π/2, α0 = 5. The left panels show 〈Jz(t)〉 over a
short time interval, presenting the exact numerical, perturbative, and
SCA result together with the result in the limit of a field-driven
atom [Eq. (33)]. The right panels cover a longer time interval and
include the entanglement entropy S(t) (red curve) from the numerical
calculation.

For finite α,λ the field mode does not evolve independently
of the atoms, but we expect only small corrections from the
classical field dynamics for small λ. One attempt to include
these corrections is the semiclassical approximation (SCA)
(see, e.g., Ref. [20] for a discussion). The SCA is based on
the assumption that the coupled atom-field system remains
in a product |θ (t),φ(t)〉 ⊗ |α(t)〉 of coherent states during
time evolution. This assumption allows for decoupling of the
equations of motion for the atomic and field expectation values.

After decoupling, the atomic state evolves again similar
to a spin in a magnetic field B(α) = (2λ Reα,0, − �). Now,
however, the field state evolves as for an oscillator with an
additional external force λ〈Jx〉 that accounts for the back-
reaction from the atomic ensemble. The corresponding SCA
equations of motion are

∂tJ = B(α) × J, i∂t α = �α + λ〈Jx〉. (34)

The SCA equations of motion become exact in the classical
field limit, where they reduce to Eq. (33).

From the equations of motions we can observe a potential
problem of the SCA that arises from the generation of atom-
field entanglement in the true Dicke dynamics. The change of
the field state in Eq. (34) is ∝ λ, and the influence on the atoms
∝ λ2. Therefore, the dynamically relevant time scale in SCA
is ∝ 1/λ2, just as the scaling of the entangling time TE from
Eq. (14). We should thus expect that for time scales on which
the SCA differs from the simpler Eq. (33) significant atom-field
entanglement has been generated for which the SCA cannot
account.

We consider exemplarily the limit � → 0 of a classical field
with negligible energy quantization. In Fig. 9 we compare the
SCA with the exact and perturbative result for the dynamics,
and with the simplified Eq. (33) of a driven atomic ensemble.
For short times (left panels) all four descriptions agree
and describe Rabi oscillations, which are characteristic for
classical field dynamics. For longer times (right panels), we
see that significant entanglement is generated over the first
few field periods even in the most simple Rabi case j = 1/2.
The SCA cannot account for entanglement and accordingly
misses the collapse of Rabi oscillations entirely. We note that
the SCA simply reproduces the result also obtained with the
simpler Eq. (33). Note also that we are in the weak coupling
regime, where the nonresonant perturbation theory describes
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FIG. 10. (Color online) Comparison of the SCA to the exact
dynamics, still with �/� = 0.01 and θ0 = π/2 as in Fig. 9. Left
panels: Results for the Rabi model (j = 1/2) with λ/� = 0.005 and
α0 = 20. Right panels: Results for the Dicke model with j = 10,
and other parameters λ/� = 0.02 and θ0 = π/2, α0 = 5 identical to
Fig. 9.

the dynamics accurately. The failure of the SCA is not a result
of strong atom-field coupling.

A situation with larger α0 is shown in the left panel in
Fig. 10. The collapse of Rabi oscillations takes place for later
times since TE is larger, but both SCA and the simpler Eq. (33)
again fail in the same way. In the right panel in Fig. 10 we
see that this behavior is not restricted to the Rabi case, but
occurs equally for j � 1/2. We note that its significance
is not reduced since the present violation of classical field
dynamics is not a consequence of quantum fluctuations of the
atomic system, which would decay with 1/j . The relevance of
entanglement, bounded by ln(2j + 1), even increases with j .

The violation of the mean-field assumption of negligible
atom-field correlations already at weak coupling presents
a genuine problem for the SCA. As a consequence of
entanglement generation, the SCA can be correct only as long
as the field dynamics remains decoupled from the dynamics
of the atomic ensemble. In that situation the atomic ensemble
is already described by the simpler Eq. (33): The SCA does
not improve on a model with entirely classical field dynamics
where any influence of the atoms on the field state is neglected.
We conclude that the SCA fails to account for the back-reaction
of the atoms on the field, even at weak coupling or large j .

The nonresonant CR dynamics discussed here is an example
of nontrivial coupled quantum-classical dynamics [21], as is
evident from the wave function Eq. (8) with multiple coherent
field states. In our case, the signatures of coupled quantum-
classical dynamics are the periodic CR patterns which cannot
be explained in a simple mean-field description.

VI. CONCLUSIONS

In summary, our analysis explains the CR patterns of
Rabi oscillations in the nonresonant Dicke model by the
dynamical splitting of atomic or field coherent states, which
takes place on different time scales distinguished by the
detuning ratio �/�. The collapse phase is accompanied by
the buildup of atom-field entanglement or atomic squeezing,
whose subsequent decay leads to periodic revivals. Both
atomic and field cat states can arise in the collapse phase.
The quantitative explanation of this behavior is provided by
perturbation theory for large detuning. Application of the RWA
to the nonresonant case would erroneously predict a single time
scale (cf. Appendix), instead of the two time scales obtained
in the correct calculation.

The nonresonant CR patterns arise through a dynamical
mechanism that involves the creation of highly nonclassical
states from initial classical state preparations. They give direct
evidence for quantum entanglement and coherent quantum
superpositions in atom-field and related systems. Even close
to the classical field limit, where other quantum properties
such as field quantization are of minor importance, atom-field
entanglement can prevail over the semiclassical dynamics
that would occur for a hypothetical noncorrelated atom-field
system. This indicates how semiclassical approximations can
fail because they neglect atom-field correlations.

The observation of nonresonant CR patterns might become
possible in experiments using superconducting circuits instead
of optical cavities [22]. These experiments can reach the
regime of strong coupling or large detuning [23], which
requires calculations beyond the RWA [24,25]. Although the
experimentally controllable detuning can be made large, the
most serious obstruction against observation of the dynamical
patterns described here is the necessity of preserving quantum
coherence over many Rabi oscillations. Further improvement
of experimental techniques may resolve this issue.
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APPENDIX: NONRESONANT PERTURBATION THEORY
FOR DICKE-TYPE HAMILTONIANS

We give here the result of second-order perturbation theory
for Dicke-type Hamiltonians

H = ωJz + �a†a

+ g(aJ+ + a†J−) + ḡ(a†J+ + aJ−), (A1)

with J± = Jx ± iJy denoting spin ladder operators, in the
nonresonant case |ω| �= �.

Standard perturbation theory gives a correction to the
eigenstates and eigenvalues of the noninteracting Hamiltonian
in the first line in Eq. (A1). The result can be expressed in the
form of Eq. (10), with a unitary transformation

U = exp[T1 + T2] (A2)

that accounts for the change of the eigenstates, where

T1 = g

ω − �
(aJ+ − a†J−) + ḡ

ω + �
(a†J+ − aJ−), (A3)

T2 = gḡ

ω2 − �2

[
�

2ω
(J 2

+ − J 2
−) + ω

�
(a†2 − a2)Jz

]
, (A4)

and an effective Hamiltonian

H̃ = ωJz + �a†a + g2(ω + �) + ḡ2(ω − �)

ω2 − �2
(2a†a + 1)Jz

+ g2(ω + �) − ḡ2(ω − �)

ω2 − �2

(
J 2 − J 2

z

)
(A5)

that gives the perturbed eigenvalues. By construction, H̃ is
diagonal in the unperturbed eigenstates and contains only op-
erators Jz and a†a, and the constant of motion J 2. Perturbation
theory thus provides us with an approximate diagonalization
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of the Hamiltonian, in the sense that both sides of

U †H̃U = H + O({g,ḡ}3) (A6)

differ by terms of third or higher order in the coupling
constants. Alternatively, the contribution of T2 can be included
in the effective Hamiltonian as in Ref. [25]. The present
formulation with a diagonal H̃ is preferential for the study of
the dynamical evolution of the wave function since it allows
for direct evaluation of Eq. (10).

Our Hamiltonian from Eq. (1) corresponds to the choice
g = ḡ, including counter-rotating terms in H . The second-
order term T2 is finite and contributes to the atomic and field
squeezing, but it appears as a higher-order correction to the
leading-order term T1 in U . Therefore, it is not relevant for the
understanding of the dynamical effect discussed in the main
part of the text and was not included in Eq. (12). Within the

perturbative setting the relevant second-order term in H̃ , which
grows during time evolution, is separated from the irrelevant
second-order term in U .

In the RWA, applicable at resonance ω ≈ �, counter-
rotating terms are dropped from the Hamiltonian by setting
ḡ = 0. In Refs. [13,14] an even simpler model with ḡ = 0
and � = 0 was taken as the starting point. Within RWA, the
term T2 is zero in accordance with the fact that the number
of excitations (corresponding to the operator Jz + a†a) is
conserved. More importantly, the effective Hamiltonian now
contains the same prefactor g2/(ω − �) in front of the two
operators a†aJz and J 2

z . Instead of the two different time scales
for atomic and field squeezing introduced in Eq. (14) only a
single time scale appears in the RWA. By construction, the
RWA is valid only close to resonance and incompatible with
the nonresonant perturbation theory.
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We study the dynamical properties of the Dicke model for increasing spin length, as the system approaches
the limit of a classical spin. First, we describe the emergence of collective excitations above the ground state that
converge to the coupled spin-oscillator oscillations found in the classical limit. The corresponding Green functions
reveal quantum dynamical signatures close to the superradiant quantum phase transition. Second, we identify
signatures of classical quasiperiodic orbits in the quantum time evolution using numerical time propagation of
the wave function. The resulting phase-space plots are compared to the classical trajectories. We complete our
study with the analysis of individual eigenstates close to the quasiperiodic orbits.

DOI: 10.1103/PhysRevA.88.043835 PACS number(s): 42.50.Pq, 05.45.Mt, 73.43.Nq

I. INTRODUCTION

The relation between quantum dynamical systems and their
classical counterparts is of fundamental interest, but also
important for the understanding of the quantum dynamics
itself. Specific questions concern the construction of and
convergence to the classical limit [1,2], the relation between
classical and quantum chaos [3,4], or between quantum chaos
and thermalization [5–7]. This includes the identification of
specific signatures of the classical dynamics, in particular of
stable or unstable periodic orbits characteristic for regular or
chaotic motion, in the eigenstates and quantum phase-space
dynamics.

A paradigmatic example studied intensively in this context
is the Dicke model [8] of quantum optics. The Dicke model,
with Hamilton operator

H = �Jz + λ(a† + a)Jx + �a†a, (1)

describes a spin (with operators Jx , Jz) of length j coupled
to a harmonic oscillator (with bosonic operators a(†)). While
the Dicke model acquires nontrivial behavior through the
coupling of the spin to the oscillator, it remains accessible
to analytical studies in the classical spin limit j → ∞. In this
limit, the Dicke model shows a quantum phase transition at
the critical coupling λ2 = (��)/2j , from a ground state with
zero bosonic expectation value (〈a〉 = 0) to a “superradiant”
ground state with finite bosonic expectation value (〈a〉 �= 0)
[9,10]. This superradiant quantum phase transition (QPT) is
accompanied by a divergence of spin-oscillator entanglement
[11–13]. This is in contrast to the QPT in the “static” oscillator
limit � → 0, which occurs already for finite spin length and
shows no divergence of entanglement [14].

The Dicke model gives also an example for quantum
chaotic behavior as seen in the level statistics [15–18]. The
quantum chaos is accompanied by classical chaos in the
corresponding semiclassical (SC) equations of motion for
spin and oscillator expectation values [19]. It was further
shown that classical chaos strongly influences the dynamics
of entanglement [20,21] and spin squeezing [22]. The buildup
and decay of entanglement is closely linked with the collapse
and revival dynamics at finite j [23–25].

*bakemeier@physik.uni-greifswald.de

In this paper we study the dynamical properties of the
Dicke model as the classical limit is approached. Our goal
is to compare the quantum dynamics at large j with the
SC dynamics in the limit j → ∞. Our comparison includes
the linearized dynamics around the ground state, seen as
the collective response to a weak perturbation, and the full
nonlinear dynamics in the entire phase space. With modern
numerical tools, in particular Chebyshev algorithms for the
computation of spectral functions [26] and time propagation
[27], we can produce unbiased numerical results for large j (up
to j = 400). This allows for a direct analysis of the emergence
of “classical” behavior as the j → ∞ limit is approached.

The paper is organized as follows. In Sec. II we discuss
the SC equations of motion that hold in the limit j → ∞. In
Sec. III we compute the classical modes in the vicinity of the
stationary state(s), and compare to the quantum-mechanical
excitation spectrum that is given by a spin-spin Green function.
In Sec. IV we address the quantum dynamics at higher
energies. Convergence towards the classical dynamics is
studied with the spin Husimi (phase-space) function, both for
individual eigenstates and the time evolution of initial coherent
states. We finally conclude in Sec. V. The Appendixes give
details for the derivation of the SC equations of motion from
the Dirac-Frenkel variation principle (Appendix A), for the
computation of the classical collective modes (Appendix B),
and for the numerical computation of the time averaged
Husimi function through a modification of Chebyshev time
propagation (Appendix C).

II. SEMICLASSICAL EQUATIONS OF MOTION

We first derive the SC equations of motion for the spin and
oscillator expectation values. They are only an approximation
to the true dynamics for finite j , but become exact in the limit
j → ∞ [28].

To obtain the SC equations of motion we can start with
the Ehrenfest equations of motion d〈A〉/dt = i〈[H,A]〉 for
the spin (Jx,Jy,Jz) and oscillator (a(†)) observables, e.g.,
(d/dt)〈Jy〉 = �〈Jx〉 − λ〈(a† + a)Jz〉.

The SC approximation consists in neglecting spin-oscillator
correlations [28], replacing a mixed operator product 〈AB〉 by
〈A〉〈B〉, e.g., 〈(a† + a)Jz〉 �→ 〈a† + a〉〈Jz〉 in the equation of
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motion for 〈Jy〉. This results in the SC equations of motion

d

dt

⎛
⎜⎝

〈Jx〉
〈Jy〉
〈Jz〉

⎞
⎟⎠ =

⎛
⎜⎝

2λ Re〈a〉
0

�

⎞
⎟⎠ ×

⎛
⎜⎝

〈Jx〉
〈Jy〉
〈Jz〉

⎞
⎟⎠ (2)

for the spin observables and

i
d

dt
〈a〉 = �〈a〉 + λ〈Jx〉 (3)

for the oscillator observables. Intuitively, the spin moves in the
magnetic field generated by the oscillator, and the oscillator
moves in the constant force exerted upon it by the spin. In this
sense, the SC approximation gives a mean-field description of
the system dynamics.

Equations (2) and (3) describe a five-dimensional dynami-
cal system in the real variables 〈Jx,y,z〉, Re〈a〉, and Im〈a〉 with
two conserved quantities, energy

E = �〈Jz〉 + 2λ Re〈a〉〈Jx〉 + �|〈a〉|2 (4)

and spin length

j 2 = 〈Jx〉2 + 〈Jy〉2 + 〈Jz〉2. (5)

Note that the latter equation coincides with 〈J 2〉 = j (j + 1)
only in the limit j → ∞.

To eliminate one degree of freedom, using the conservation
of j 2, we switch to planar coordinates for the spin [29]. With
spherical coordinates θ,φ and⎛

⎜⎝
〈Jx〉
〈Jy〉
〈Jz〉

⎞
⎟⎠ =

⎛
⎜⎝

j cos φ sin θ

j sin φ sin θ

−j cos θ

⎞
⎟⎠, (6)

the complex variable

z = e−iφ tan(θ/2) (7)

gives a mapping of the Bloch sphere onto the complex plane.
We note 〈Jx〉 = 2j Re z/(1 + |z|2), 〈Jy〉 = −2j Im z/(1 +
|z|2), and 〈Jz〉 = j (|z|2 − 1)/(1 + |z|2).

For the oscillator we introduce the complex variable

ᾱ = �

jλ
〈a〉. (8)

The prefactor guarantees a well-defined limit j → ∞. We can
identify ᾱ with (the suitably scaled) position and momentum
of the harmonic oscillator:

Q = Re ᾱ, P = Im ᾱ. (9)

Expressed in z and ᾱ, Eqs. (2) and (3) become

i ˙̄α = �

(
ᾱ + 2 Re z

1 + |z|2
)

, iż = �

(
z + κ

2
(1 − z2) Re ᾱ

)
.

(10)

Here, we introduced the dimensionless coupling constant

κ = 2jλ2

��
. (11)

The quantum phase transition occurs at κ = 1. Conservation of
spin length is imminent, and only four real dynamical variables
remain. Note that j does not appear in the equations. Rescaling

of the time variable t would further allow the elimination of
either � or �. The energy is given by

E(z,ᾱ)/(j�) = |z|2 − 1

|z|2 + 1
+ 2κ

Re z Re ᾱ

1 + |z|2 + κ

2
|ᾱ|2. (12)

We note the parity symmetry z �→ −z and ᾱ �→ −ᾱ of
Eqs. (10) and (12).

To shed further light on the meaning of the SC approxi-
mation, we stress that the SC equations of motion can also be
derived from a time-dependent variational ansatz

|ψSC(t)〉 = |α(t)〉 ⊗ |z(t)〉 (13)

for the wave function. Here,

|α〉 = e−|α|2/2eαa† |0〉 (14)

with a|α〉 = α|α〉 for α ∈ C and

|z〉 = (1 + |z|2)−j ezJ+ |j, − j 〉 (15)

denote oscillator and spin coherent states, respectively [29].
The relation between z and the spin observables is as in Eqs. (6)
and (7), and the relation between α = 〈a〉 and ᾱ as in Eq. (8).

The time dependence of |ψSC〉 now follows from the
Dirac-Frenkel time-dependent variational principle [30,31].
The equation of motion is

d

dt
|ψSC〉 = P 1

i
H |ψSC〉, (16)

where P is the orthogonal projection onto the tangent space
of the manifold of |ψSC〉 states. Evaluation of the projection
(see Appendix A) recovers the equations of motion (10). The
SC approximation is thus equivalent to the assumption that
the system stays in a coherent product state as in Eq. (13)
during time evolution. This explains the restrictions of the
SC approximation, and hence part of the deviations between
classical and quantum dynamics to be observed later.

III. CLASSICAL AND QUANTUM COLLECTIVE MODES

We now consider the classical dynamics in the vicinity
of the stationary solutions of Eq. (10), and compare to the
collective response of the Dicke model for small perturbations
of the ground state.

A. Classical collective modes

Depending on the value of κ , Eq. (10) has one or two
stable stationary solutions, which give the ground state of the
Dicke model at zero temperature and in the limit j → ∞. For
κ < 1, the only stationary solution is z = ᾱ = 0. For κ > 1,
this solution becomes unstable and the two stable solutions

z± = ±
√

κ − 1

κ + 1
, ᾱ± = ∓

√
κ2 − 1

κ
(17)

appear. Upon change of the value of κ , Eq. (10) thus displays
a (supercritical) pitchfork bifurcation [32]. The appearance
of stable solutions with 〈a〉 �= 0, which break the parity
symmetry, signals the superradiant quantum phase transition
at the critical coupling κ = 1.
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FIG. 1. (Color online) Collective mode frequencies ω± from

Eqs. (19) and (20) (upper row) and weights w± from Eqs. (23), (24),
and (25) (lower row) as a function of κ for �/� = 0.8,1.0,1.2 from
left to right.

For small oscillations z = zs + δz, ᾱ = ᾱs + δᾱ around a
stationary solution zs,ᾱs , linearization of Eq. (10) gives

i ˙δᾱ = �

(
δᾱ + 2

(
1 − z2

s

)
(
1 + z2

s

)2 Re δz

)
,

(18)

iδ̇z = �

(
(1 − κᾱszs)δz + κ

2

(
1 − z2

s

)
Re δᾱ

)
.

Equation (18) is a linear equation of motion for the
deviations δᾱ, δz, with purely imaginary eigenvalues (see
Appendix B). They give the frequencies of small oscillations
around the ground state of the Dicke model in the j → ∞
limit. Two different modes exist, with frequencies

ω2
± = �2 + �2

2
±

√(
�2 − �2

2

)2

+ (��)2κ (19)

for κ < 1, and

ω2
± = �2 + (�κ)2

2
±

√(
�2 − (�κ)2

2

)2

+ (��)2 (20)

for κ > 1. The frequencies are plotted in Fig. 1. The appear-
ance of a “soft mode” with ω− = 0 at κ = 1 signals the second
order QPT. The frequencies obtained here directly from the
SC equations of motion agree with the result obtained with
a Holstein-Primakoff transformation of the spin operators
in Ref. [18]. Both approaches are mathematically identical
because they give, implicitly, the same linearized equations of
motion around the stationary solutions of Eq. (10).

From the eigenvectors of Eq. (18) the full dynamical
response can be determined (see Appendix B). Let us ex-
emplarily focus on the response to a small rotation of the spin
around the y axis, such that Jx �→ Jx + δJx . Within the linear
approximation of Eq. (18) it is

δJx(t)

δJx(0)
= w− cos ω−t + w+ cos ω+t, (21)

with Fourier transform

δJx(ω)

δJx(0)
= 1

δJx(0)

∫ ∞

−∞
δJx(t)e+iωtdt

= πw− [δ(ω − ω−) + δ(ω + ω−)]

+πw+ [δ(ω − ω+) + δ(ω + ω+)] . (22)

The Fourier transform has four δ peaks at frequencies ±ω±.
The weight w± of the peaks, as shown in Fig. 1, is given by

w− = cos2 β, w+ = sin2 β, (23)

with

tan 2β = 2��
√

κ

�2 − �2
(24)

for κ < 1 and

tan 2β = 2��

�2 − (�κ)2
(25)

for κ > 1. Note that these equations determine the angle
β only up to multiples of π/2. The correct choice is 0 �
β � π/2 for � � � (with ω− → �, w− → 1 for κ → 0)
and π/2 � β � π for � < � (with ω+ → �, w+ → 1 for
κ → 0). At resonance � = �, it is w− = w+ = 1/2 for κ < 1
below the critical coupling. For κ > 1, the weight w+ of
the high-frequency peak grows, and w+ → 1, w− → 0 for
κ → ∞ (cf. Fig. 1).

B. Quantum collective modes

For a comparison of the quantum dynamics with the
classical collective oscillations, we slightly disturb the ground
state and then determine the time evolution of the wave
function. With the operator for a spin rotation around the
y axis

S(θ ) = eiθJy , (26)

the initial state is given by

|ψδ〉 = S(δθ )|ψ0〉 (27)

for small δθ � 1. The expectation value of Jx then is

Jx(t) = 〈ψδ(t)|Jx |ψδ(t)〉 = 〈ψ0|S(−δθ )Jx(t)S(δθ )|ψ0〉. (28)

Linearization for small δθ gives

Jx(t) = 〈ψ0|(1 − iδθJy)Jx(t) + Jx(t)(1 + iδθJy)|ψ0〉
= 〈ψ0|Jx |ψ0〉 + i〈ψ0|[Jx(t),Jy]|ψ0〉δθ. (29)

The relevant quantity for comparison with the SC result in
Eqs. (21) and (22) thus is the commutator Green function

〈〈Jx(t); Jy〉〉 = i〈ψ0|[Jx(t),Jy]|ψ0〉, (30)

with Fourier transform

〈〈Jx ; Jy〉〉ω =
∫ ∞

−∞
〈〈Jx(t); Jy〉〉eiωtdt

= 2πi〈ψ0|Jxδ[ω − (H − E0)]Jy |ψ0〉
− 2πi〈ψ0|Jyδ[ω + (H − E0)]Jx |ψ0〉. (31)

We note that 〈〈Jx(t); Jy〉〉 ∈ R; hence 〈〈Jx ; Jy〉〉ω =
〈〈Jx ; Jy〉〉∗−ω, and have the sum rule∫ ∞

−∞
〈〈Jx ; Jy〉〉ω dω = −2π〈Jz〉 . (32)

It is 〈Jz〉 < 0 for � > 0, as chosen here. For a real Hamil-
tonian such as for the Dicke model, time-reversal symmetry
〈〈Jx(−t); Jy〉〉 = 〈〈Jx(t); Jy〉〉∗ holds, and 〈〈Jx ; Jy〉〉ω ∈ R.
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FIG. 2. Frequency spectrum of the normalized Green function as
defined in Eq. (31), for �/� = 1, κ = 0.95 and j = 1 (left panel),
j = 100 (right panel). The peaks are plotted with a finite width
acquired from convolution with a narrow Gaussian.

The Green function is computed with the kernel polynomial
method (KPM) [26], which allows us to treat large j .
According to Eqs. (8) and (17) the average number of bosons
in the ground state scales as j�/(2�)(κ2 − 1)/κ for κ > 1,
in addition to significant bosonic fluctuations at the QPT [14].
Therefore, up to 103 bosons are kept in the calculation to ensure
a negligible error from truncation of the infinite-dimensional
Hilbert space. The spectral resolution of 〈〈Jx ; Jy〉〉ω can be
arbitrarily refined by increasing the number of Chebyshev
moments.

For j → ∞, the Green function should converge to the
classical result from Eq. (22). Some care has to be taken
about the correct normalization of 〈〈Jx ; Jy〉〉ω in comparison to
Eq. (22), because the relation between δJx(0) and δθ depends
on the value of the stationary solution zs . According to Eq. (6)
it is δJx(0) = −〈Jz〉δθ , which is just the factor from the sum
rule for 〈〈Jx ; Jy〉〉ω. Therefore, we can use the normalized
Green function 〈〈Jx ; Jy〉〉ω/(−2π〈Jz〉).

We show 〈〈Jx ; Jy〉〉ω in Fig. 2 for small and large j . The
function consists of several peaks, but a (pair of) two peaks
close to the classical frequencies ±ω± from Eqs. (19) and (20)
dominate the spectrum already at j = 1.

For a quantitative comparison with the classical limit, we
show in Fig. 3 the peak positions and weights as extracted
from 〈〈Jx ; Jy〉〉ω/(−2π〈Jz〉). We see that with increasing j ,
the quantum-mechanical Green function indeed converges to
the result in the classic limit [Eq. (22)], in the sense that the
weight of the dominant peaks increases and their position shifts
towards the frequencies ±ω± of the classical collective modes.
Since there is no QPT for finite j , convergence is slowest for κ

in the vicinity of the critical κ = 1. For example, for j = 100,
the peaks at ±ω± contribute 96% of the spectral weight for
all |κ − 1| > 0.4, but only 79% for κ ≈ 1.06. In particular,
precursors of the “soft mode” with ω− → 0 for κ → 1 can be
identified only for large j � 200.

The various energies in Fig. 3 correspond to quantized
periodic motion around the one (below the QPT) or two (above
the QPT) minima of the classical energy E(z,ᾱ) from Eq. (12).
In principle, it should be possible to obtain these energies, and
the corresponding wave functions and the peak weights w,
with the Wentzel-Kramers-Brillouin approximation or other
SC quantization schemes [33,34]. A comparison with the
numerical data presented here would be most interesting in
the vicinity of the phase transition, where deviations from the
classical collective mode energies ω± remain significant also
for large j .
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FIG. 3. (Color online) Position (left panel) and weight
(right panel) of the peaks in the normalized Green function
〈〈Jx ; Jy〉〉ω/(−2π〈Jz〉), for �/� = 1 and j = 10,100,200 from top
to bottom. The dashed lines show the classical frequencies ω± and
weights w± from Eqs. (19)–(25). Those branches of the quantum
excitation spectrum which gain significant weight are accentuated by
colored symbols.

IV. CLASSICAL AND QUANTUM CHAOS

After our study of the dynamics in the vicinity of the
ground state, we now turn to the general nonequilibrium
dynamics for larger energies. In contrast to the linear response
dynamics studied in the previous section, we can no longer
expect a simple relation between the classical dynamics and
the time evolution of quantum-mechanical expectation values.
Additional corrections beyond the leading order of the SC
approximation arise, e.g., from quantum diffusion in phase
space [6,7] that leads to spreading of the wave function.
These corrections manifest themselves in the time evolution
of the wave function, but not in simple expectation values.
Stable or unstable periodic orbits lead to different signatures
in the quantum eigenstates [3,4], and require classification
of individual eigenstates in particular for mixed classical
dynamics where regular and chaotic orbits coexist at the same
energy. Conversely, SC quantization schemes can be used to
construct stationary or time-dependent wave functions along
known classical orbits [33–35]. Therefore, we will compare
classical orbits with phase-space distribution functions of the
corresponding quantum orbits and eigenstates rather than the
(spin) observables used in the previous section. To give a global
picture of the dynamics we compare classical and quantum
Poincaré plots.
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FIG. 4. (Color online) Top row: Poincaré plots for E = −0.5
and κ = 0.1 (left), κ = 0.5 (middle), κ = 0.6 (right). Bottom row:
Poincaré plots for κ = 0.6 and E = −1.0 (left), E = 1.0 (middle),
E = 9.9 (right). Red arrows denote the initial conditions for the orbits
given in Fig. 5 below.

A. Classical dynamics

Depending on parameters and initial conditions, the SC
equations of motion [Eq. (10)] predict regular or chaotic
dynamics in the limit j → ∞. This is illustrated by the
Poincaré plots in Fig. 4, which are obtained from classical
orbits to fixed energy E = E(z,ᾱ). Plotted are the values of
Jx(t), Jy(t) at those times t � 0 when Q(t) = Re ᾱ(t) = 0.
The knowledge of the four variables E, Jx(t), Jy(t), Q(t)
fixes the remaining variable P (t) = Im ᾱ(t) because of energy
conservation [cf. Eq. (12)]. The points in the plot are assembled
from several orbits at the respective energy.

Regions with regular and chaotic motion can be discerned
in the Poincaré plots. For large E all orbits are chaotic, but
regular and chaotic dynamics coexist for smaller E. Two
different orbits, a stable periodic orbit (left panel) and a
chaotic orbit (right panel), are shown in Fig. 5. The stability
of the classical orbits is characterized by the behavior of the
(maximal) Lyapunov exponent �(t) for t → ∞, which we
calculate with the “standard method” from Refs. [36,37]. In
the present case, for a four-dimensional Hamiltonian system,
the Lyapunov exponents appear in two pairs ±�1(t), ±�2(t).
Two exponents [±�2(t)] vanish for t → ∞ because motion
along the orbit is stable [36]. For a regular orbit (left panel in
Fig. 5) also ±�1(t) vanish, while a chaotic orbit (right panel
in Fig. 5) is characterized by a positive Lyapunov exponent
�1(t) > 0 in the limit t → ∞. Note that the chaotic orbit
is ergodic and fills the entire energy shell E(z,ᾱ) = E [cf.
Eq. (12)]. We next compare the two classical orbits to their
quantum-mechanical counterparts for j < ∞.

B. Quantum dynamics

For the quantum dynamics, we start from a coherent product
state

|ψ(0)〉 = |α(0)〉 ⊗ |z(0)〉 , (33)

whose parameters are chosen according to the classical initial
condition. The relation to the spin and oscillator expectation

FIG. 5. Top row: Classical orbits for E = −0.5, κ = 0.1, Jx(0) =
0.0, Jy(0) = 0.78 (left panel) and E = −0.5, κ = 0.6, Jx(0) =
−0.987, Jy(0) = −0.065 (right panel), corresponding to the arrows
in the Poincaré plots in the previous figure. Shown is the trajectory in
Jx-Jy phase space for 0 � t � 6000 × 2π/�. Bottom row: Positive
Lyapunov exponents �1,2 for the two orbits as a function of time.
The left orbit is regular with �1,2 → 0 for t → ∞; the right orbit is
chaotic with �1 → 0.014 > 0.

values is given by Eqs. (7)–(9). We obtain the time evolution of
|ψ(t)〉 numerically with Chebyshev time propagation [27,38].

In Fig. 6 we show the spin expectation values 〈Jx (t)〉, 〈Jy(t)〉
that constitute the quantum trajectory in comparison to the
corresponding classical orbits from Fig. 5. The classical and
quantum trajectory agree only over a short time period, whose
length increases with j . As expected, the agreement is better
for the stable orbit than for the chaotic orbit. Nevertheless,
deviations occur even for the stable orbit already after a few
periods (see lower left panel for j = 300). In difference to the

FIG. 6. (Color online) Comparison of the classical orbits from
Fig. 5 to the spin expectation values 〈Jx(t)〉, 〈Jy(t)〉 from the quantum
dynamics for the corresponding initial states as in Eq. (33). Shown are
the classical (solid curves) and quantum (dashed curves) trajectories
in Jx-Jy phase space (upper row) and the Euclidean distance between
the trajectories as a function of time (lower row), for j = 2,50,300.
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linear response situation studied in Sec. III, convergence of the
quantum to the classical trajectory with increasing j is absent
or slow.

This behavior can be traced back to the fact that the SC
equations of motion coincide with the quantum time evolution
only as long as the quantum state is approximately a coherent
product state as in Eq. (13). Therefore, the classical and
quantum trajectories agree only over a finite time TE , the
Ehrenfest time, which is of the order of a few spin periods
2π/� in Fig. 6.

A better comparison of the quantum and classical time
evolution is possible with phase-space functions. We use the
spin Husimi function

Q(θ,φ; t) = |〈θ,φ|ψ(t)〉|2, (34)

which gives the overlap with a coherent spin state |θ,φ〉 =
|z〉 in the spin phase space θ,φ [the relation to the complex
variable z is as in Eq. (7)]. For a coherent state in the classical
limit j → ∞, Q(θ,φ) shrinks to a point at the respective spin
position. For j < ∞, the coherent state covers a phase-space
volume ∝1/j .

For the present study of the Dicke model we prefer
the Husimi function over, e.g., the Wigner function [39]
because it has a well-defined classical limit. As shown in
Refs. [6,7] the exact time evolution of the joint spin-oscillator
Husimi function Q(z,α,t) is determined by a Fokker-Planck
equation with a classical drift and a quantum diffusion term.
The quantum diffusion term vanishes for j → ∞, and the
Husimi function reduces to a classical probability function on
phase space that obeys the Liouville equation. The equations
of motion for the Wigner function contain higher-order
derivatives that complicate the classical limit. Although the
Wigner function is successfully used for other systems or the
study of other aspects, such as the phase-space complexity
of quantum dynamics [40,41], the comparison between the
quantum and classical Dicke model is best performed with the
Husimi functions.

In Fig. 7 we show the spin Husimi function for the two orbits
from Fig. 6, for large spin length j = 300. We now observe
convergence of the quantum to the classical dynamics, in the
sense that the spin Husimi function traces out the phase-space
region accessible to the classical orbits. However, classical
phase-space drift and quantum diffusion lead to the spreading
of the phase-space probability [6], such that the Husimi
function at a single point of time t covers the entire orbit.
Clearly, the values of t in Fig. 7 are beyond the Ehrenfest time.
For the stable periodic orbit, the quantum state strictly expands
along the one-dimensional classical trajectory in Jx-Jy phase
space. The Husimi function remains localized on the classical
orbit in spite of the spreading in phase space. Already at finite
(though large) j we thus observe how the classical dynamics
constrains the quantum dynamics: the quantum state spreads
along, but not perpendicular to the classical orbit. We note that
this behavior, which leads to zero spin expectation values due
to the averaging over the entire orbit, is related to the collapse
of Rabi oscillations for large j [25,42]. For the chaotic orbit,
the Husimi function fills the entire energy shell also traversed
by the classical orbit, which can be understood as a signature
of (microcanonical) thermalization [6,7].

FIG. 7. (Color online) Spin Husimi function Q(θ,φ; t) of the two
orbits from Figs. 5 (upper panel) and 6 (lower panel), for j = 300
and for t�/(2π ) = 50,100,200 from left to right. Here and in the
following figures we show the projection of Q(θ,φ; t) onto the Jx-Jy

plane. The angle θ runs from 0 in the center to π/2 on the outer circle.
The angle φ runs counterclockwise from 0 at the top of the circle to
2π .

Spreading of the quantum state along the classical orbit
explains why the Ehrenfest time is short even when conver-
gence to the classical dynamics is observed in the phase-space
functions. Because the classical drift term dominates the initial
time evolution of the Husimi function for large spin length
[6,7] the Ehrenfest time depends crucially on the associated
classical motion [35]. For a chaotic orbit classical drift in the
unstable directions dominates and the Ehrenfest time scales
as TE ∼ �−1 ln(1/V ), where � is the maximal Lyapunov
exponent and V the initial phase-space volume. For a stable
regular orbit the Ehrenfest time is determined by the much
slower quantum diffusion along the orbit, which results in the
scaling TE ∼ 1/

√
V . Indications of this difference between a

regular and chaotic orbit can be seen already in Fig. 6.
To quantify the spreading of a quantum state we use the

spin variance �J‖ = 〈J 2
‖ 〉 − 〈J‖〉2 of a rotated spin operator

J|| = n · J = nxJx + nyJy + nzJz, (35)

which is minimized over all the possible directions n =
(nx,ny,nz)T with |n| = 1. The variance �J‖ is the minimum
of a quadratic form in n and given by the smallest eigenvalue
of the 3 × 3 matrix,⎛

⎜⎝
�x;x �x;y �x;z

�x;y �y;y �y;z

�x;z �y;z �z;z

⎞
⎟⎠, (36)

whose entries are the (mixed) spin operator variances

�k;l = 1
2 (〈JkJl + JlJk〉 − 2〈Jk〉〈Jl〉). (37)

The spin variance is invariant under rotation. It is �J‖ � 0,
and �J‖ = 0 precisely for a spin coherent state.

In Fig. 8 we show the spin variance for the quantum
dynamics corresponding to the two classical orbits in Fig. 5.
For small spin length j = 2 the spin variance is identical for
both orbits, reaching its maximum at about the same time.
Going to large spin length j = 400 we observe the different
scaling of the spin variance and thus the Ehrenfest time. For the
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FIG. 8. (Color online) Spin variance �J|| as a function of time, for
j = 2 (left) and j = 400 (right) with initial conditions corresponding
to the regular and chaotic orbit in Fig. 5.

regular orbit the spin variance [at t = 100(�/2π )] is reduced
by a factor 0.02 and stays small during the plotted time interval.
For the chaotic orbit the spin variance again grows quickly, and
is only slightly smaller (by 0.4) than for j = 2. This is a clear
sign of the different rates of spreading due to classical drift for
chaotic and quantum diffusion for regular orbits.

Note that the quantum diffusion term in the Fokker-Planck
equation respects the reversibility of the quantum dynamics
[6,7]. Technically, this follows from the invariance under
time reversal t �→ −t combined with conjugation z �→ z∗,
α �→ α∗ of the spin and oscillator phase-space coordinates,
i.e., with Q(z,α,t) also the time-reversed Husimi function
Q(z∗,α∗, − t) is a solution of the Fokker-Planck equation.
In spite of this the time evolution shown in Fig. 7 and
further below is indicative of irreversible dynamics because
it starts from a highly untypical state such as the coherent
states used here. In classical dynamics, chaotic mixing of
trajectories leads to rapid spreading of the initially localized
yet somewhat extended phase-space distribution at least on
times scales smaller than the Poincaré recurrence time. The
perceived irreversibility thus is a consequence of averaging
over diverging trajectories starting from nearby phase-space
points. For quantum chaotic systems with few degrees of
freedom this kind of irreversibility is linked to the complex
energy spectrum [43], as revealed in random matrix theory [4].
True irreversibility, involving the approach to a stationary
equilibrium state, requires coupling to an infinite number of
degrees of freedom provided, e.g., by a bath or the environment
[44,45].

C. Classical and quantum periodic orbits

Because the quantum state traces out the classical orbit,
periodic orbits that cover only a low-dimensional part of the
phase space lead to distinct features in the quantum dynamics.
For further illustration of the relation between classical and
quantum dynamics we will, therefore, use the four (quasi-
)periodic orbits shown in Fig. 9. The quantum signatures of
these orbits are identified again with the spin Husimi function.

The spin Husimi function for the orbit from panel (a) is
shown in Fig. 10, for increasing spin length j and time t . We
clearly see the behavior described above, how the spin Husimi
function traces out the classical trajectory for larger j . We
also observe how the quantum state quickly loses the shape
of the initial coherent state after the first few periods [e.g., for
t�/(2π ) = 10 and j = 400], while it still follows the classical
orbit.

FIG. 9. Four quasiperiodic classical orbits in Jx-Jy phase space,
for E = −0.5 and κ = 0.6, Jx(0) = 0, Jy(0) = 0.9 (a), κ = 0.1,
Jx(0) = 0.0, Jy(0) = 0.9 (b), κ = 0.65, Jx(0) = 0.0, Jy(0) = 0.9 (c),
and κ = 0.85, Jx(0) = 0.5, Jy(0) = 0.5 (d).

Remainders of the quantum-mechanical dynamics are
seen for large t (rightmost panels), where the spin Husimi
function fragments into several “blobs” located on the classical
trajectory [25]. This is a precursor of the revival of the initial
state at much larger times, which occurs because for finite j the
quantum dynamics explores only a finite-dimensional Hilbert
space (the infinite-dimensional bosonic part is restricted by
energy conservation).

The scenario of convergence in phase space generally holds
for (quasi-) periodic orbits, as the spin Husimi functions in
Fig. 11 for the remaining three orbits from Figs. 9(b), 9(c),
and 9(d) show. The required waiting time after which the entire
classical orbit can be identified in a “snapshot” of the quantum

FIG. 10. (Color online) Spin Husimi function at time steps
t�/2π = 0,1,10,50,100,200 (from left to right) and spin length
(from top to bottom) j = 10,50,200,400 (from top to bottom). The
initial states correspond to the classical orbit from panel (a) in Fig. 9.
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FIG. 11. (Color online) Spin Husimi functions for the three
classical orbits from Figs. 9(b), 9(c), and 9(d), all at time t =
200 × 2π/�. The left, central, right column corresponds to the
respective orbit in panels (b), (c), (d) in Fig. 9. From top to bottom,
the spin length grows as j = 10,50,200,400.

dynamics at time t can become nevertheless large, depending
on the rapidity of phase-space diffusion. Therefore, the plots
in Fig. 11 already show fragmentation of the Husimi function,
indicating the later revival of the initial state.

To identify the classical orbit from the quantum time
evolution already at earlier times we can use the time-averaged
Husimi function

Q̄(θ,φ) = 1

2T

∫ T

−T

dt Q(θ,φ; t), (38)

where T is of the order of a few periods. Q̄(θ,φ) can be
directly computed from the Chebyshev time propagation (see
Appendix C), which is a more elegant numerical approach than
sampling and averaging of Q(θ,φ; t) at many values of t . The
time-averaged Husimi function as shown in Fig. 12 now gives
a clear picture of the classical trajectory as it is (re-)constructed
from the quantum trajectory in Jx-Jy phase space.

D. Quantum states close to periodic orbits

Because the time evolution of a quantum state is directly
related to the eigenstates of the Hamiltonian, the same
signatures that appear in the time-dependent Husimi function
should show up in the individual eigenstates. Therefore, we
finally try to relate the different classical orbits with energy
E to the eigenstates H |En〉 = En|En〉 with nearby energies

FIG. 12. (Color online) Time-averaged spin Husimi func-
tion as defined in Eq. (38) for j = 100 and T �/(2π ) =
0.1,0.25,0.5,0.75,1.0,1.25 from left to right. The rows, from top to
bottom, correspond to the classical orbits in panels (a)–(d) in Fig. 9.

En ≈ E. We use two different spin Husimi functions to
characterize the eigenstates, which give correspondence either
to the classical orbits or the Poincaré plots.

The spin Husimi function

Qspin
n (θ,φ) = |〈θ,φ|En〉|2 (39)

for the eigenstates |En〉 directly corresponds to the time-
dependent spin Husimi function from Eq. (34). In Fig. 13
we show the Husimi functions for different eigenstates in
the energy range −0.703 < En < −0.249. The eigenstates
are arranged according to their overlap with classical orbits
to energy E = −0.5. Both regular (a)–(c) and chaotic (d)–(e)
orbits appear in the figure because of the classical “mixed”
dynamics (recall the Poincaré plot in Fig. 4). To every orbit,
we show the four eigenstates |En〉 with maximal overlap
|〈En|ψ(0)〉| with the initial state |ψ(0)〉 from Eq. (33) that
corresponds to the initial conditions of the classical orbit.
The comparison clearly reveals the correspondence between
regular classical orbits and the fine structure of the phase-space
distribution visible in some of the quantum eigenstates. These
eigenstates occupy only part of the admissible phase space.
Classical chaotic orbits, on the other hand, correspond to
eigenstates that are spread out over the entire phase space.

The rightmost Husimi functions in the second and fourth
row belong to the same eigenstate, which has significant
overlap with the two different initial coherent states |ψ(0)〉 that
correspond to the regular (b) or chaotic (d) orbit. Accordingly,
the phase-space density of this state shows signatures common
to classical orbits of different type. This effect resembles
the “scars” of ergodic eigenstates in chaotic systems that
arise from (unstable) periodic classical orbits [46–49]. Note,
however, that in the present example with mixed regular and
chaotic dynamics stable (quasi-)periodic orbits occupy a finite
portion of the classical phase space. Therefore, a finite fraction
of the eigenstates shows signatures arising from periodic orbits
even in the limit j → ∞, in contrast to the scars in completely
chaotic systems [46,47].

For small spin length (j = 9/2) early indications for the
localization of the oscillator (but not spin) Husimi function on
stable periodic orbits have been observed in Refs. [50,51].
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FIG. 13. (Color online) Five classical orbits at κ = 0.6 and
E = −0.5 and eigenstates in the energy range −0.703 < En <

−0.249. Shown are the respective four eigenstates (to j = 200) with
maximal overlap with initial coherent state corresponding to the initial
conditions of the respective classical orbit. Orbits (a)–(c) are regular;
orbits (d)–(e) are chaotic with �

(d)
1 = 0.014 and �

(e)
1 = 0.013.

The clear distinction between eigenstates and phase-space
signatures corresponding to regular or chaotic classical orbits
requires the much larger values of j used here.

The Poincaré Husimi function is defined as

QPoinc
n (θ,φ) = |〈ᾱ; θ,φ|En〉|2, (40)

where ᾱ has the value as in the corresponding classical
Poincaré surface of section, i.e., Q = Re ᾱ = 0 and P = Im ᾱ

is determined from the energy constraint E = E(z,ᾱ) (cf. the
discussion of Fig. 4). In constrast to the spin Husimi function
from Eq. (39), no trace over the bosonic degree of freedom is
involved.

This function has been considered previously for other
models [52,53]. In Fig. 14 we show the Poincaré Husimi
function of several individual eigenstates, with energies in
the vicinity of the energies of the classical Poincaré surface
of section in Figs. 4. This figure reveals how the eigenstates
localize at regular structures in the Poincaré plots.

V. CONCLUSIONS

Based on a combination of analytical and numerical data
for the quantum dynamics of the Dicke model at large spin
length we study the approach towards the classical spin limit
j → ∞ in two different situations.

FIG. 14. (Color online) Poincaré Husimi function of the eigen-
states for j = 100 and κ = 0.1, −0.570 < En < −0.475 (upper row)
κ = 0.5, −0.530 < En < −0.470 (middle row) κ = 0.6, −0.530 <

En < −0.460 (lower row) near the classical energy Ecl = −0.5 of
the classical Poincaré surface of section in Fig. 4.

For the low-energy dynamics around the stationary states
linearization of the semiclassical equations of motion gives
two classical collective modes. The corresponding quantum
observables are Green functions that describe the response
of the system to a small perturbation of the ground state.
The quantum-mechanical spectrum is dominated by the two
classical modes already at small spin length. Convergence is
rapid with growing j and allows for clear identification of the
“soft mode” at the QPT already for j � 200.

For the dynamics at higher energies, a direct comparison of
quantum and classical trajectories does not show convergence
towards the classical dynamics because of rapid spreading
in quantum phase space. Instead, convergence is observed
in the Husimi phase-space functions only. They allow us
to unambiguously identify the signatures of classical (quasi-
)periodic orbits and chaotic orbits in the quantum dynamics
and in individual eigenstates.

In conclusion, our results give a direct picture how the
classical dynamics determines the quantum dynamics at larger
j . In short, the quantum dynamics is a combination of motion
along a classical orbit, and spreading of the phase-space
probability along, but not perpendicular to, the classical orbit.
The spreading can be attributed to classical phase-space
drift and quantum diffusion. This behavior is most naturally
observed for classical (quasi-)periodic orbits, which lead to
distinct signature in the quantum dynamics and the eigenstates.
Our results thus corroborate the general scenario developed
for the Dicke model in, e.g., Ref. [6]. For very long times,
fragmentation of phase-space functions indicates the revival
of the initial state, which poses a natural limit to the almost
classical phase-space dynamics at large but finite j .
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APPENDIX A: DERIVATION OF THE EQUATIONS
OF MOTION FROM THE DIRAC-FRENKEL

VARIATIONAL PRINCIPLE

From the derivative of the product state in Eq. (13) with
respect to the parameters α, z, one obtains the three linearly
independent states

{|α,z〉; a†|α,z〉; J+|α,z〉}, (A1)

which span the tangent space of the manifold of variational
states. To apply the Dirac-Frenkel variational principle [30,31],
we have to build an orthonormal basis in the tangent space.
This is given by

{|α,z〉; |α̃,z〉; |α,z̃〉} , (A2)

where

|α̃〉 = a†|α〉 − α∗|α〉 (A3)

and

|z̃〉 = 1 + |z|2√
2j

(
J+|z〉 − 2jz∗

1 + |z|2 |z〉
)

. (A4)

Projection of H |ψ〉 onto the basis set (A2) results in

PH |ψ〉 = ξ1|α,z〉 + ξ2|α̃,z〉 + ξ3|α,z̃〉, (A5)

with

ξ1 = j�

( |z|2 − 1

|z|2 + 1
+ κ

2
|ᾱ|2 + 2κ

Re(ᾱ) Re(z)

1 + |z|2
)

, (A6)

ξ2 =
√

j��κ

2

(
ᾱ + 2 Re(z)

1 + |z|2
)

, (A7)

and

ξ3 =
√

2j�

(
z

1 + |z|2 + κ

2

1 − z2

1 + |z|2 Re(ᾱ)

)
. (A8)

On the other hand, it is

i
d

dt
|ψSC〉 = χ1|α,z〉 + χ2|α̃,z〉 + χ3|α,z̃〉 (A9)

with

χ1 = j�κ

2�
(Re ˙̄α Im ᾱ − Re ᾱ Im ˙̄α)

+ 2j

1 + |z|2 (Re ż Im z − Re z Im ż) (A10)

and

χ2 = i

√
j�κ

2�
˙̄α, χ3 = i

√
2j

1 + |z|2 ż. (A11)

From comparison of the coefficients ξ1,ξ2,ξ3 and χ1,χ2,χ3 one
directly obtains the SC equations of motion for α, z [Eq. (10)].

APPENDIX B: EQUATION OF MOTION FOR THE
CLASSICAL COLLECTIVE MODES

Equation (18) is a linear equation of motion, which can be
written as

i
d

dt

⎛
⎜⎜⎜⎝

Re δᾱ

i Im δᾱ

Re δz

i Im δz∗

⎞
⎟⎟⎟⎠ = glin

⎛
⎜⎜⎜⎝

Re δᾱ

i Im δᾱ

Re δz

i Im δz∗

⎞
⎟⎟⎟⎠, (B1)

with a 4 × 4 matrix of the form

glin =

⎛
⎜⎜⎜⎝

0 g1 0 0

g1 0 g2 0

0 0 0 g4

g3 0 g4 0

⎞
⎟⎟⎟⎠, (B2)

whose parameters are read off Eq. (18) as

g1 = �, g2 = �
2
(
1 − z2

s

)
(
1 + z2

s

)2 ,

(B3)
g3 = �

κ

2

(
1 − z2

s

)
, g4 = �(1 − κᾱszs).

For κ < 1, it is

g1 = �, g2 = 2�, g3 = �κ

2
, g4 = �, (B4)

and, for κ > 1,

g1 = �, g2 = �(κ + 1)

κ2
, g3 = �κ

κ + 1
, g4 = �κ. (B5)

Equation (B1) is the equation of motion of two coupled
oscillators and can be solved as such. The eigenvalues of glin

are

ω2
± = g2

1 + g2
4

2
±

√(
g2

1 − g2
4

)2

4
+ g1g2g3g4. (B6)

For oscillatory motion, it must be ω2 > 0, which gives the
criterion

g1g4 > g2g3. (B7)

Then, four different real eigenvalues ±ω+, ±ω− exist.
Let us now assume that g1 � g4, and swap g1 and g4

otherwise. Then, ω2
+ → g2

1 and ω2
− → g2

4 for g2,g3 → 0. The
eigenvectors of glin are

x1/2,+ =

⎛
⎜⎜⎜⎜⎜⎝

1
ω
g1

ω2−g2
1

g1g2

ω(ω2−g2
1 )

g1g2g4

⎞
⎟⎟⎟⎟⎟⎠ (B8)
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for the eigenvalues ±ω+ with ω = ω+ for x1+, and ω = −ω+
for x2+, and

x1/2,− =

⎛
⎜⎜⎜⎜⎜⎝

ω2−g2
4

g3g4

ω(ω2−g2
4 )

g1g3g4

1
ω
g4

⎞
⎟⎟⎟⎟⎟⎠ (B9)

for the eigenvalues ±ω2
− with ω = ω− for x1−, and ω = −ω−

for x2−. These expressions converge to the eigenvectors of the
uncoupled oscillators for g2,g3 → 0.

For the computation of δJx(t) in Eq. (21), we make the
ansatz⎛

⎜⎜⎜⎝
0

0

1

0

⎞
⎟⎟⎟⎠ = a

1

2
(x1− + x2−) + b

√
g1g2√
g3g4

(x1+ + x2+), (B10)

such that

a + bξ = 1, aξ − b = 0, (B11)

with

ξ = ω2
+ − g2

1√
g1g2g3g4

= − ω2
− − g2

4√
g1g2g3g4

. (B12)

Here we have ξ � 0. We can alternatively write(
a b

−b a

)(
1

ξ

)
=

(
1

0

)
, (B13)

which is the characteristic equation for a Givens rotation. For
ξ � 0, this can be solved as

a = cos2 β, bξ = sin2 β, (B14)

with

cos 2β = 1 − ξ 2

1 + ξ 2
(B15)

or

tan 2β = ±
√

1 − cos2 2β

cos β
= ± 2|ξ |

1 − ξ 2
= ±2

√
g1g2g3g4

g2
1 − g2

4

.

(B16)

Insertion of g1, . . . ,g4 from Eqs. (B4) and (B5) gives Eqs. (24)
and (25). Note that the angle β in Eq. (B16) has to be chosen
from the correct branch of the arctan function. For g1 � g4, we
take |β| < π/2 from the principal branch. In the opposite case
g1 < g4, we use π/2 < |β| < π (or similar) which coincides
with the result after swapping g1 and g4 in the equations.

The third component x3(t) of the solution vector x(t) of
Eq. (B1), to initial condition x(0) = e3, then is

x3(t) = a cos ω−t + bξ cos ω+t

= cos2 β cos ω−t + sin2 β cos ω+t, (B17)

yielding Eq. (21).

APPENDIX C: CALCULATION OF THE TIME-AVERAGED
HUSIMI FUNCTION

We give here the deviation of Eq. (38). We start with the
definition of the time-averaged Husimi function,

Q̄(θ,φ) = 1

2T

∫ T

−T

dt |〈θ,φ|ψ(t)〉|2. (C1)

The time evolved state |ψ(t)〉 is calculated by means of the
Chebyshev expansion [27,38]

|ψ(t)〉 =
N∑

n=0

cn(t)Tn(H )|ψ(0)〉, (C2)

with the Chebyshev polynomials Tn(x) and the expansion
coefficients cn(t) = (−i)nJn(at), where a is a scaling factor
chosen such that the spectrum of (1/a)H lies in the interval
[−1,1]. Jn(x) is the Bessel function

Jn(x) = 1

2π

∫ π

−π

dτ e−i(nτ−x sin τ ). (C3)

The absolute-squared overlap of |ψ(t)〉 with the coherent state
|θ,φ〉 is given by

|〈θ,φ|ψ(t)〉|2 =
N∑

m,n=0

c∗
m(t)cn(t)μ∗

m(θ,φ)μn(θ,φ), (C4)

with μn(θ,φ) = 〈θ,φ|Tn(H )|ψ(0)〉. This allows us to write the
time average as a matrix-vector product according to

Q̄(θ,φ) = 1

2T

∑
m,n=0

∫ T

−T

dt c∗
m(t)cn(t)μ∗

m(θ,φ)μn(θ,φ)

= �μ∗(θ,φ)C �μ(θ,φ), (C5)

where the matrix coefficients are

Cmn = 1

2T

∫ T

−T

dt c∗
m(t)cn(t). (C6)

Since the integrand is given by

c∗
m(t)cn(t) = i(m−n)

(2π )2

∫ π

−π

dx dy e−i(nx−my)eiat(sin x−sin y), (C7)

we obtain

Cmn = i(m−n)

2T (2π )2

∫ π

−π

dx dy e−i(nx−my)
∫ T

−T

dt eiat(sin x−sin y)

= i(m−n)

(2π )2

∫ π

−π

dx dy e−i(nx−ny)sinc[aT (sin x − sin y)].

(C8)

The remaining integral can be evaluated numerically, e.g., by
means of a discrete Fourier transformation in the form

Cmn = i(m−n)(−1)(m+n)

N2

×
N−1∑
ν=0

N−1∑
μ=0

sinc[aT (sin xν + sin yν)]e−inxν e−imyμ,

(C9)

with xν = 2πν

N
, yν = 2πμ

N
, and ν,μ = 0,1, . . . ,N − 1.
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Route to chaos in optomechanics

L. Bakemeier,∗ A. Alvermann,† and H. Fehske‡
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We establish the emergence of chaotic motion in optomechanical systems. Chaos appears at nega-
tive detuning for experimentally accessible values of the pump power and other system parameters.
We describe the sequence of period doubling bifurcations that leads to chaos, and state the experi-
mentally observable signatures in the optical spectrum. In addition to the semi-classical dynamics
we analyze the possibility of chaotic motion in the quantum regime. We find that quantum me-
chanics protects the optomechanical system against irregular dynamics, such that simple periodic
orbits reappear and replace the classically chaotic motion. In this way observation of the dynamical
signatures makes it possible to pin down the crossover from quantum to classical mechanics.

PACS numbers: 42.50.Ct,37.10.Vz,05.45.-a,07.10.Cm

The coupling between light and matter lies at the
heart of modern physics. In recent years the fabrication
of optomechanical systems using, e.g., microtoroid res-
onators [1–3], suspended micromirrors [4, 5], whispering
gallery microdisks [6, 7] or microsphere resonators [8–
10] has opened up new possibilities for fundamental re-
search and technological applications [11–14]. Because
the light-matter coupling and other system parameters
can be adjusted over large scales optomechanics provides
a genuine opportunity to access the classical and quan-
tum dynamics of mesoscopic driven dissipative systems
in a variety of different regimes. Optomechanical systems
have been used—or proposed to be used—for the creation
of non-classical light [15], preparation of Schrödinger cat
states [16], generation of light-matter entanglement [17],
ultra-precision measurements [18, 19], and radiative cool-
ing to the ground state [20, 21].

The basic optomechanical system consists of a can-
tilever in a cavity. The cantilever motion is affected by
the radiation pressure of the cavity field, and thus imple-
ments light-matter coupling at a truly fundamental level.
The cavity is pumped with an external laser, which drives
the system out of equilibrium. Experiments have success-
fully demonstrated the optical bistability of the cavity-
cantilever dynamics that leads to self-induced cantilever
oscillations [2, 22, 23]. With a few exceptions [1, 24],
previous studies mainly addressed the regime of simple
periodic cantilever motion, and took the prevalence of
regular over irregular dynamics for granted.

In this Letter, we consider the dynamics of the optome-
chanical system with a view towards chaotic motion. We
demonstrate the appearance of chaos at negative detun-
ing and explain how to detect it experimentally through
characteristic signatures in the optical spectrum. Chaos
emerges already for slightly increased pump power which
makes it accessible with present experimental setups. We
identify the period doubling bifurcations on the way to
chaos, and provide the bifurcation diagrams for the first
chaotic orbits.

Chaotic dynamics of the optomechanical system ap-
pears in the bad-cavity limit and is described by the semi-

classical equations of motion. In the quantum regime we
use a Monte Carlo propagation technique [25, 26] to solve
the master equation for the density matrix, which allows
us to track the deviations from the classical dynamics
systematically. Surprisingly, chaotic motion can be sup-
pressed in favor of regular oscillatory motion of the can-
tilever by pushing the system into the quantum regime.
We can relate the reemergence of periodic cantilever os-
cillations to the localization of individual quantum tra-
jectories on simple limit cycles that are not accessible in
the classical dynamics.

Our theoretical analysis is based on the generic Hamil-
ton operator of optomechanics [13, 14, 27]

1

~
H =

[
−∆ + g0(b + b†)

]
a†a+ Ωb†b+αL(a†+ a) . (1)

It describes, e.g., the vibrational mode of a cantilever
(b(†), with frequency Ω) under the influence of the radi-
ation pressure (∝ g0) of the cavity photon field (a(†)).
To include the effect of the pump laser, with amplitude
αL and detuning ∆ = ωlas − ωcav of the laser and cavity
frequency, the Hamilton operator is written in a refer-
ence frame rotating at the laser frequency. To account
for radiative cavity losses (∝ κ) and cantilever damping
(∝ Γ) we have to study the time evolution of the density
matrix ρ(t) with the quantum-optical master equation

dρ

dt
= − i

~
[H, ρ] + ΓD[b, ρ] + κD[a, ρ] . (2)

Note that we work here and in the following at zero tem-
perature, such that the dissipative Lindblad terms

D[L, ρ] = LρL† − 1

2
(L†Lρ+ ρL†L) (3)

contain only bosonic annihilation operators L ∈ {a, b}.
We now express the system parameters in units of Ω,

measure time as τ = Ωt, and introduce the two dimen-
sionless parameters [28, 29]

P =
8α2

Lg
2
0

Ω4
, σ =

g0
κ
. (4)
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FIG. 1. (Color online) (a) and (c): Amplitudes of cantilever
oscillation limit cycles given by the sinusoidal ansatz (black
line) and from the numerical solution of the SC equations of
motions (6) (red diamonds). (b) and (d): Initial dynamics of
the cantilever converging to a period-1 resp. period-2 limit
cycle. Here, as in all figures, we give ∆, τ in units of Ω(−1)

and use the dimensionless parameters P , σ from Eq. (4).

The pump parameter P gives the strength of the laser
pumping of the cavity. The quantum-classical scaling
parameter σ = xzpt/xres = g0/κ relates the zero-point

fluctuations xzpt =
√
~/(2mΩ) of the cantilever (with

mass m) to the resonance width xres of the cavity [29].
Note that xres is a classical quantity, characterizing the
cavity quality, while xzpt is of order ~1/2 such that σ
vanishes for ~ → 0. Variation of σ thus allows us to
track how the quantum dynamics of the optomechanical
system evolves towards the classical dynamics in the bad-
cavity limit xzpt � xres, i.e., σ � 1.

For the numerical results we fix the damping parame-
ters κ/Ω = 1, Γ/Ω = 10−3, which are typical values re-
alized in experiments [14]. This leaves us with the three
parameters ∆, P, σ.

We first establish the emergence of chaotic motion in
the bad-cavity limit σ � 1. In this limit, the dynamics
of the optomechanical systems follows the semi-classical
(SC) equations of motion [29]

dα

dτ
= i

[
∆

Ω
α− (β + β∗)α− 1

2

]
− κ

2Ω
α , (5)

dβ

dτ
= −i

[
P

2
|α|2 + β

]
− Γ

2Ω
β (6)

for the rescaled cavity and cantilever amplitude α =
(Ω/(2αL))〈a〉, β = (g/Ω)〈b〉. For the cantilever we also
use the phase space variables x = 1/

√
2 (β + β∗) and

p = −i/
√

2 (β∗ − β).
The SC equations of motion are obtained from the

Ehrenfest equations of motion for the photon (a(†)) and
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FIG. 2. (Color online) Bifurcation diagram of the limit cycle
amplitude (above) and corresponding maximal Lyapunov ex-
ponent λmax (below) at P = 1.4. Vertical dashed lines mark
PDBs, signaled by λmax = 0.

phonon (b(†)) mode, together with the SC approximation
〈(b†+b) a〉 ≈ 〈b†+b〉〈a〉 in which all photon-phonon cor-
relations are neglected. For σ > 0 the SC equations are
an approximation to the full quantum dynamics in Eq.
(2), but become exact in the limit σ → 0.

The SC equations of motion predict the optical bista-
bility of the optomechanical system, where self-induced
cantilever oscillations arise through a Hopf bifurca-
tion [28, 29]. The stable attractors of self-induced os-
cillations are shown in Fig. 1 (a). The oscillations can
be described with a simple sinusoidal ansatz x(t) =
x̄ + A cos(Ωt) for the cantilever position. Inserting the
ansatz into the SC equations of motion (6) allows for an
analytical solution in terms of a Fourier series [28, 29].
The predictions of the ansatz agree well with the ampli-
tudes extracted from the numerical solution of the SC
equations (see Fig. 1 (b) for a sample trajectory).

We now follow the route from regular self-induced can-
tilever oscillations into the chaotic regime by increasing
the pump power P . For P = 1.3 a period doubling bi-
furcation (PDB) has taken place, and a new limit cycle
with twice the period of the original simple periodic cy-
cle appears for negative detuning and small amplitude,
as shown in Fig. 1 (c). A sample trajectory located on
the period-2 limit cycle is shown in Fig. 1 (d). The single-
frequency ansatz fails trivially predicting the PDB, the
four possible “amplitudes” of the period-2 cycle are ex-
tracted from the numerical solution of the SC equations.

Increasing the driving further leads to additional PDBs
and the appearance of period-n limit cycles (not shown
here). Eventually, for P = 1.4, chaotic motion emerges
as shown in Fig. 2. We distinguish chaotic and regu-
lar trajectories through the maximal Lyapunov exponent
(LE), which we calculate with the “standard” method
from [30, 31]. The LE vanishes at every PDB, and sep-
arates regular motion with a negative LE from chaotic
motion with a positive LE. As the LE in Fig. 2 shows,
the chaotic region is bounded and contained within a
small window ∆ ∈ [−1.0,−0.91].
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FIG. 3. (Color online) Bifurcation diagrams of the limit cycle
amplitude and maximal Lyapunov exponents λmax for larger
pump power P = 1.5, 1.6.

The bifurcation diagrams get more and more complex
with increasing P , as shown in Fig. 3. The chaotic re-
gions do not only expand and fill larger intervals of the
detuning, but they also split and form a fairly complex
intertwined sequence of windows of regular and chaotic
dynamics. Notably, the appearance of regular or chaotic
motion is very susceptible to the value of ∆. Changing
the laser-cavity detuning one can easily tune the optome-
chanical system in and out of chaos.

The appearance of chaos is summarized in Fig. 4. If we
follow the route to chaos by increasing the pump power
P , the first PDBs occur in a parabolic region for P &
1.15 before chaotic motion sets in for slightly larger P &
1.4. The chaotic regime does not form a simple convex
part of the parameter plane, but has a complex structure
characterized by interjacent regions of regular motion.
Importantly, PDBs and chaos appear at parameter values
−1.5 ≤ ∆, P ≤ 1.6 accessible to experiments.
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FIG. 4. (Color online) Schematic picture of the regular and
chaotic regimes of the optomechanical system in the bad-
cavity limit σ � 1, plotted in the ∆-P plane. Here, as ev-
erywhere, κ = 1 and Γ = 10−3. Dots represent numerical
data extracted from bifurcation diagrams (such as Figs. 2, 3),
dashed lines interpolate between the numerical data.
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FIG. 5. (Color online) Fourier spectrum of the classical pho-
ton field amplitude α for P = 1.5. The figures show spectra
corresponding to cantilever dynamics on a simple periodic
limit cycle (a), a period-2 limit cycle (b), a period-4 limit
cycle (c), and a chaotic limit cycle (d).

Experimental evidence for chaotic motion can be ob-
tained from the cavity intensity spectrum, as shown in
Fig. 5. For period-1 oscillations, with ∆ = −0.4 to the
right of the chaotic window in Fig. 2, peaks in the spec-
trum occur only at multiples of the cantilever frequency
Ω (panel (a)). Moving further into the negative detun-
ing regime (∆ < −0.4), additional peaks occur between
the peaks of the preceding spectrum with each PDB, at
multiples of Ω/2 (Ω/4) after the first (second) PDB in
panel (b) (panel (c)), until the chaotic regime is reached
and the spectrum becomes continuous (Fig. 5 (d)).

Note that we focus on negative detuning ∆ < 0,
where chaos appears already at moderate pump power P .
Chaotic motion exists also for positive detuning ∆ > 0,
but then requires much larger P such that it will be
harder to access experimentally.

We now turn to the quantum dynamics of the optome-
chanical system. The non-linear SC dynamics emerges
from the quantum dynamics only in the bad-cavity limit
σ � 1. In this regime the photon and phonon mode
are occupied up to high boson numbers (〈a〉, 〈b〉 ∼ 103),
which renders the direct solution of the master equation
(2) impossible. Instead we use the Monte Carlo method
of quantum state diffusion (QSD) [25, 26] in the imple-
mentation of Schack and Brun [32]. In QSD the density
matrix ρ(t) is represented as a classical mixture of indi-
vidual quantum trajectories. The time evolution of the
trajectories is governed by a stochastic differential equa-
tion that replaces the master equation (2). One advan-
tage of QSD over other unraveling techniques, e.g., the
quantum jump method [33], is the dynamical localization
of the quantum trajectories on classical orbits [34–36].
This property gives direct access to the emergence of SC
dynamics in the bad-cavity limit through comparison of
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FIG. 6. (Color online) Stroboscopic (x, p)-phase space plot
of a single quantum trajectory (red points) for decreasing
quantum-classical scaling parameter σ, approaching a sim-
ple periodic limit cycle (a), a period-2 limit cycle (b) and a
chaotic limit cycle (c) (black curves) in the limit σ → 0.

individual quantum and classical trajectories.

Typical quantum trajectories for different values of the
scaling parameter σ and different classical attractors are
shown as a stroboscopic plot in Fig. 6. We observe how
with decreasing σ the trajectories localize on the classical
limit cycles. For more complex classical orbits, localiza-
tion requires smaller values of σ. The localization prop-
erties change completely in the quantum regime (σ = 0.1,
panels (b), (c)). Now the quantum trajectory localizes on
a simple periodic orbit, which differs from the classical
limit cycle and is not accessible in the SC dynamics.

The localization of individual quantum trajectories
provides a qualitative idea of the quantum dynamics of
the optomechanical system, but can not be measured or
quantified. Experimentally accessible quantities are ob-
tained from the ensemble average over all trajectories.
Fig. 7 shows the resulting cantilever position x(t) in com-
parison to the SC trajectories after the initial transient
dynamics has faded out. As the optomechanical systems
evolves out of the SC limit one observes that the classical
(period-2 or chaotic) motion is replaced by simple peri-
odic cantilever oscillations in the quantum regime. As
could be anticipated by the different localization proper-
ties of the individual quantum trajectories the quantum
dynamics favors simple periodic motion, which does not
need to have a classical counterpart. As witnessed by
the two curves for σ = 0.01 in Fig. 7 the position of the
crossover from classical to period-1 motion depends on
the complexity of the classical limit cycle. For more com-
plex or chaotic orbits it takes place closer to the SC limit,
such that the σ = 0.01 curve still agrees with the clas-
sical dynamics for a period-2 orbit (left panels), but al-
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FIG. 7. (Color online) Quantum dynamics of the cantilever
from the ensemble average of 5000 quantum trajectories (σ >
0) in comparison to the SC dynamics (σ = 0), all for P = 1.5.
The figures depict the case of a classical period-2 orbit (∆ =
−0.85, left) and a chaotic orbit (∆ = −0.7, right).

ready shows the simple periodic oscillations of the quan-
tum regime for a classically chaotic orbit (right panels).

To conclude, we here analyze the route to chaos in
the optomechanical system and track the appearance of
PDBs in the cantilever oscillations as the first step to
mixed regular-chaotic dynamics. From comparison of
the SC dynamics with the quantum dynamics we find
that the quantum dynamics is strongly protected against
chaotic motion. The central result is that in the optome-
chanical system quantum mechanics counteracts the clas-
sical route to chaos and stabilizes simple periodic orbits.
This behavior can be traced back to the different local-
ization properties of individual quantum trajectories.

Besides being of interest in itself, the existence of
chaos in the optomechanical system could be relevant
for ultra-precision measurements or fundamental tests
on the physical conditions for classical dynamics. Be-
cause the mixed regular-chaotic dynamics we depicted
is susceptible to small variations of the systems parame-
ters, e.g., the cantilever mass or the laser-cavity detuning,
such variations can be detected through drastic changes
in the cantilever dynamics. On the other, the fact that
the quantum dynamics favors simple periodic over multi-
periodic or irregular chaotic motion may help to explain
why optomechanical systems can be used in a controlled
way even deep in the quantum regime.

First experimental results on the observation of PDBs
and chaotic motion in the intensity spectrum of an op-
tomechanical system were reported in [1, 24]. In light of
our results we suggest to continue experimental studies
in this direction, systematically tracing out the bound-
aries of the regular and chaotic regimes in comparison to
the theoretical predictions garnered from the SC equa-
tions of motion. In particular, one should try to locate
the crossover from classically multi-periodic or chaotic
motion to the simple periodic quantum dynamics by
changing the quantum-classical scaling parameter σ, e.g.,
through variation of the cantilever mass.
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M. Aspelmeyer, and A. Zeilinger, Nature 444, 67 (2006).

[6] X. Jiang, Q. Lin, J. Rosenberg, K. Vahala, and
O. Painter, Optics Express 17, 20911 (2006).

[7] G. S. Wiederhecker, L. Chen, A. Gondarenko, and
M. Lipson, Nature 462, 633 (2009).

[8] R. Ma, A. Schliesser, P. Del’Haye, A. Dabirian, G. Anets-
berger, and T. Kippenberg, Opt. Lett. 32, 2200 (2007).

[9] Y.-S. Park and H. Wang, Nature Phys. 5, 489 (2009).
[10] M. Tomes and T. Carmon, Phys. Rev. Lett. 102, 113601

(2009).
[11] T. J. Kippenberg and K. J. Vahala, Science 321, 1172

(2008).
[12] F. Marquardt and S. M. Girvin, Physics 2, 40 (2009).
[13] P. Meystre, Ann. Phys. (Berlin) 525, 215 (2013).
[14] M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt,

“Cavity Optomechanics,” (2013), arXiv:1303.0733.
[15] D. W. C. Brooks, T. Botter, S. Schreppler, T. P. Purdy,

N. Brahms, and D. M. Stamper-Kurn, Nature 488, 476
(2012).
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