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1 Summary

1.1 Introduction

This thesis contains numerical studies of strongly correlated systems in one dimension,

with a focus on topological phases. Here, zero-temperature phases are called topolog-

ical, when the ground state cannot be adiabatically connected to a site-factorizable

state [1, 2]. As topological phases are not characterized by symmetry breaking and

local order parameters, there has been much effort in finding hidden orders that dis-

tinguish them from topologically trivial phases [3–5]. In one-dimensional systems of

bosons or spins, only symmetry-protected topological (SPT) phases are possible, i.e.,

the distinction from phases with trivial topological order depends on the conservation

of certain symmetries in the Hamiltonian [6, 7]. Such one-dimensional bosonic SPT

phases have been analyzed using the framework of matrix-product states (MPS) [8],

which has led to their systematic classification depending on the symmetry group of

the model [6, 7, 9, 10]. Through a Jordan-Wigner transformation, these results also

apply to fermions[10, 11].

Matrix-product states are the variational ansatz underlying the density-matrix renor-

malization group (DMRG) for ground-state calculations [12, 13]. What makes them

useful is that they can be manipulated conveniently which enables efficient numerical

algorithms, and that the MPS ansatz is quite generally applicable as long as the model

is one-dimensional. In fact, there is strong evidence that all gapped ground states in

one dimension can be accurately represented by MPS [14]. This has been exploited

to find the above-mentioned classification of SPT states. Besides the original DMRG

algorithm for ground-state calculations, there are various MPS techniques that make it

possible to also determine dynamical [15–18] and finite-temperature [19, 20] properties

with high accuracy.

While topological phases in one dimension are by now well-understood theoretically,

there are only few experimental realizations. The most prominent example for SPT or-

der in one dimension is probably the gapped Haldane phase of antiferromagnetic spin-1

chains [21], which is characterized by gapless spin-1/2 edge states and non-local string

order [22–24]. It has been observed experimentally in quasi one-dimensional magnets

that behave approximately as collections of independent chains [25, 26]. Examples are

compounds with Ni2+-ions such as Ni(C2H8N2)2NO2(ClO4) (NENP).

Another type of system in which one-dimensional physics can be realized are optical

lattices. They consist of interfering laser beams which act as a periodic potential for the

cold neutral atoms loaded into it. By using strong potentials along two directions, the

system becomes effectively one-dimensional [27, 28]. There has been much interest in

optical lattices due to the high level of control over the engineered Hamiltonians. The

realization of SPT phases in particular could allow for a better experimental analysis

of their characteristic properties, for example through measurements of string order

parameters [29, 30]. So far, experiments have been reported mostly on systems corre-
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1 Summary

sponding to non-interacting SPT models [31]. Typical interacting models associated

with optical-lattice systems are the Fermi- and Bose-Hubbard models, which have only

topologically trivial phases. However, SPT phases appear for more general Hamilto-

nians that may also become feasible to implement [32]. The extended Bose-Hubbard

model with nearest-neighbor interaction exhibits, for a density of one particle per site,

a phase diagram similar to that of the antiferromagnetic spin-1 chain, including a topo-

logical Haldane phase [33, 34]. The extended fermionic Hubbard model, on the other

hand, does not have a Haldane phase. Instead, SPT states can be obtained by adding an

explicit dimerization which induces a Peierls insulator [35, 36] interpolating between

the SPT states of the non-interacting Su-Schrieffer-Heeger model and the dimerized

spin-1/2 Heisenberg chain [37].

In this thesis, we numerically investigate one-dimensional spin and generalized Hub-

bard Hamiltonians, that are expected to be relevant for quasi one-dimensional magnets

and cold atoms in optical lattices. While the basic models are well-understood, it is

worthwhile to study the effect of perturbations that may occur either naturally or could

be artificially engineered. We concentrate on systems exhibiting SPT order, particu-

larly those related to the spin-1 Haldane chain. In our calculations, we mainly use

MPS-based techniques such as the DMRG, which are briefly described in Sec. 1.2.

Section 1.3 deals with ground-state phase diagrams. We first investigate the ef-

fect of dimerization on the spin-1 XXZ chain with single-ion anisotropy, as well as on

the extended Bose- and Fermi-Hubbard chains. Mapping out the phase diagrams of

these models, we find no SPT states besides the known Haldane and Peierls phases.

The properties of the phase transitions change, however. In addition to the Ising and

Gaussian universality classes, we find in each model critical points belonging to the

more exotic tricritical Ising universality class. The critical properties can be under-

stood within a field-theoretical picture, which we confirm numerically by calculating

the critical exponents of various correlation functions.

Recently, it was proposed that optical lattices may be able to realize an anyon-

Hubbard model which, in a sense, interpolates between fermions and bosons through a

statistical angle θ [38]. We confirm the existence of a Haldane phase in the extended

anyon-Hubbard model with nearest-neighbor interaction, and determine its SPT order

with MPS techniques. The extent of this Haldane phase depends strongly on the

statistical angle θ. Notably, it vanishes toward the pseudo-fermion limit of the anyons.

In Sec. 1.4, we investigate dynamical properties of spin chains using time-dependent

MPS techniques. We first calculate the dynamic spin structure factor for the spin-

1 XXZ chain with single-ion anisotropy and for a spin-2 chain expected to describe

bosons in optical lattices. For the spin-1 chain we also consider finite temperatures,

in which case additional features due to intraband scattering appear [39]. Response

functions such as the dynamic structure factor are valuable since the quantities used

to characterize the phases and phase transitions theoretically, for example topological

order parameters or entanglement properties, may not be easily accessible experimen-

tally. The dynamic structure factor, on the other hand, can be measured in scattering

experiments [40–42]. It is also interesting from a theoretical perspective as it contains

detailed information about the excitations.

Lastly, in light of recent experiments on the spin injection into magnetic insula-

tors [43, 44], we investigate the spin conductance of finite-length spin chains connected
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1.2 Numerical method

to metallic leads. Our focus is on the spin-1/2 XXZ chain which exhibits ballistic trans-

port in the gapless phase. We analyze the dependence of the spin conductance on the

spin-chain and interface properties, and relate the results to previous studies of charge-

transport in inhomogeneous fermion chains. The effect of an external homogeneous

magnetic field is also studied.

1.2 Numerical method

Throughout this thesis, we use the DMRG [12] and the infinite DMRG [45] (iDMRG) for

ground-state calculations. These techniques can be understood as variational methods

in the space of MPS and infinite MPS (iMPS), respectively [13]. In the following, we

review some important facts about (i)MPS and the associated numerical algorithms.

We also briefly summarize the application of MPS in the classification of SPT orders.

Matrix-product states An arbitrary pure quantum state on a lattice of N sites can

be written as |ψ〉 =
∑

σ cσ|σ〉, where σ = (σ1, σ2, ..., σN ) is a multi-index denoting the

state on each site, and cσ are complex coefficients with normalization
∑

σ |cσ|2 = 1. In

an MPS, the coefficients are decomposed into matrix products as follows:

cσ = A[1]σ1A[2]σ2 ... A[N ]σN ,

cσ

σ1 σ2 σN
... =

A[1] A[2] A[N ]

...

σ1 σ2 σN

. (1)

The state is thus defined by specifying a set of χj−1 × χj matrices A[j]σj for each site

j, with the numbers χj called the bond dimensions. Obviously, χ0 = χN = 1 so that

Eq. (1) yields a scalar. The explicit site index [j] will be left out in the following if it

is already indicated by the physical index σj . It is often advantageous to regard the

set of matrices at a site as a rank-three tensor. We have included the typical graphical

representation in which a tensor is depicted as a geometrical shape with an outgoing

line for each index, and connected lines correspond to contracted indices. Every state

can be written as an MPS if there are no restrictions on the bond dimensions χj . In

practical calculations, however, the bond dimensions of the MPS are bounded by some

maximum number χ, which generally introduces an error. The success of the DMRG

is due to the fact that one-dimensional ground states are usually accurately described

by MPS with moderate bond dimensions of the order of a few hundreds.

An MPS representation of a quantum state is not unique. Typically, one imposes

one of the conditions

(∑

σj

Aσj†Aσj
)
αβ

= δαβ ,
(∑

σj

AσjAσj†
)
αβ

= δαβ , (2)

which are called left and right normalization, respectively. If for some ` all tensors

j ≤ ` are left-normalized, then the states |α〉`L = (Aσ1Aσ2 ...Aσ`)α|σ1, ..., σ`〉 form an

orthonormal system. An analogous statement holds for right-normalized tensors and

the states |α〉`R = (Aσ`+1Aσ`+2 ...AσN )α|σ`+1, ..., σN 〉. The normalization conditions can

always be achieved through singular-value decompositions without increasing the bond

dimensions. For each bond (`, `+ 1), one can bring the MPS to a form that describes
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1 Summary

a Schmidt decomposition for the corresponding bipartition:

|ψ〉 =

χl∑

α=1

Λα|α〉`L|α〉`R
σ1 σ` σ`+1 σN

· · · · · ·
Λ

α α

|α〉`L︷ ︸︸ ︷ |α〉`R︷ ︸︸ ︷
, (3)

where Λ = diag(Λ1,Λ2, ...,Λχ`
) is an additional diagonal χ`×χ` matrix that contains

the Schmidt values. There is also an alternative MPS representation introduced by

Vidal [16], in which the Schmidt decompositions for every bond is included:

|ψ〉 =
∑

σ

Γσ1Λ[1]Γσ2Λ[2]...ΓσN |σ〉
Γ[1] Λ[1] Γ[2] · · ·

· · · . (4)

Here, the tensors formed by the matrices Λ[j−1]Γσj are left-normalized and those formed

by ΓσjΛ[j] are right-normalized. Since the bond dimension places a limit on the Schmidt

number, MPS are in a sense low-entanglement approximations.

Ground states of gapped short-ranged Hamiltonians are generally expected to fulfill

area laws for the von Neumann entanglement entropy S = −Tr [ρ ln(ρ)] of the reduced

density matrix ρ [46]. For the bipartition in Eq. (3), the entanglement entropy is

S = −∑χ`
α=1 Λ2

α ln(Λ2
α). The system is said to fulfill an area law when in the ther-

modynamic limit the entanglement entropy for a subsystem is proportional its surface.

For one-dimensional systems, it means that the entanglement entropy saturates when

the size of the subsystem is increased. This has been proven for unique gapped ground

states under the condition of finite range and finite strength of the interactions [14].

The bound on the entanglement entropy implies that the state can be accurately ap-

proximated by an MPS with finite bond dimension even in the thermodynamic limit.

Critical ground states do not fulfill an area law and the entanglement entropy instead

grows logarithmically with the size of the subsystem [47]. Nevertheless, the computa-

tional complexity scales polynomially with the system size which is preferable to the

exponential increase for exact diagonalization [48].

Instead of simulating large finite systems with MPS it can be more efficient to work

directly in the thermodynamic limit by using iMPS [45, 49]. In an iMPS, the translation

invariance is exploited by making the Γ and Λ tensors in the representation of Eq. (4)

independent of the unit cell. Such a state can be written as

|ψ〉 =
∑

σ

...Λ[N ]Γ[1]σjΛ[1]...Γ[N ]σj+N−1Λ[N ]Γ[1]σj+N ... |σ〉 , (5)

where N is the size of the unit cell. Only a finite number of tensors needs to be

contracted to evaluate expectation values because of the normalizations imposed on the

tensors. Assuming for simplicity N = 1, two-point correlation functions 〈ψ|Ôj+rÔj |ψ〉
are given graphically by

〈ψ|Ôj+rÔj |ψ〉 =

Λ Γ

Λ Γ∗

· · ·

· · ·

· · ·Ôj Ôj+r
. (6)
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1.2 Numerical method

By defining the (left) transfer matrix T =
∑

σ ΛΓσ ⊗ (ΛΓσ)† we may write the corre-

lation function as 〈ψ|Ôj+rÔj |ψ〉 = vLT
r−1vR, where vL and vR are vectors obtained

by reshaping the matrices
∑

σ,σ′ Γ
σ′†Λ2Γσ〈σ′|Ôj |σ〉 and

∑
σ,σ′ ΛΓσΛ2Γσ

′†Λ〈σ′|Ôj+r|σ〉,
respectively. Since T is a finite-dimensional matrix this indicates that all correlation

functions decay exponentially for long enough distances, which is a clear sign that iMPS

are not able to describe critical states faithfully in the thermodynamic limit. Let λn
with n = 1, 2, ... be the eigenvalues of T , sorted in descending order regarding their

absolute values. We have |λn| ≤ 1 since otherwise correlation functions would diverge

for r → ∞. Moreover, there must be an eigenvalue λ1 = 1 because 〈ψ|ψ〉 = 1. From

the orthogonalization of the tensors follows that the corresponding left eigenvector is

the identity matrix, while the right eigenvector is the reduced density matrix. Infinite

MPS which have only one eigenvalue of magnitude 1 are called pure. Their connected

correlation functions all decay to zero for long distances with an effective correlation

length ξMPS = −1/ ln(|λ2|) that is determined by the second-largest eigenvalue of T .

When there is more than one eigenvalue of magnitude 1, which is the case for superpo-

sitions of different symmetry-broken states, the state can be uniquely decomposed into

a sum of pure iMPS [50].

At a critical point the physical correlation length diverges while ξMPS of an iMPS

approximation of the ground state is finite. The effective correlation length ξMPS gives

an indication up to which length the powerlaw decay of correlations is accurately re-

produced [45]. When the bond dimension χ is increased, ξMPS grows roughly with a

powerlaw that depends on the universality class of the critical point [51].

Density-matrix renormalization group The primary application of MPS is as a

ground-state ansatz in the DMRG [12, 13]. One tries to find the MPS which minimizes

the energy 〈ψ|Ĥ|ψ〉/〈ψ|ψ〉 for some Hamiltonian Ĥ under the constraint that the bond

dimensions χj are all smaller than some number χ. The basic idea of the DMRG in

the MPS formalism is to break down the global energy minimization into a series of

much smaller minimization problems in which only one or two of the tensors A[j] are

modified. In doing so, left and right normalizations of the remaining tensors are used

to simplify the problem. Here, we discuss the traditional two-site algorithm.

Let us assume we have an MPS in which for some ` all tensors A[j] with j < `

(j > `+ 1) are left-normalized (right-normalized), i.e.,

|ψ〉 =

χ`−1∑

α=1

χ`+1∑

β=1

∑

σ`σ`+1

Φασ`,βσ`+1
|α〉`−1L |σ`〉|σ`+1〉|β〉`+1

R , (7)

where the tensor for two sites ` and `+1 were combined into a single tensor Φασ`,βσ`+1
=

(Aσ`Aσ`+1)αβ. The states |α〉`−1L |σ`〉|σ`+1〉|β〉`+1
R form an orthonormal basis of a sub-

space of the total Hilbert space. As a step toward the determination of the ground

state one minimizes the energy in this subspace using some standard iterative algo-

rithm, which yields a new tensor Φ′. In order to restore the MPS structure of the state,
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1 Summary

a singular-value decomposition is carried out:

Φ′ασ`,βσ`+1
=
∑

γ

Uασ`,γDγV
†
γ,βσ`+1

, =
Φ′ U D V †

. (8)

Here, Dγ are the singular values and U and V are, when the indices are combined as

indicated, matrices with orthogonal columns. By identifying A
σ`
αγ = Uασ`,γ , A

σ`+1

γβ =

V †γ,βσ`+1
and Λγ = Dγ we obtain a Schmidt decomposition as in Eq. (3), since the new

A
σ`
αγ and A

σ`+1

γβ are left- and right-normalized, respectively. However, the Schmidt

rank can be larger than the initial bond dimension χ`, possibly by a factor equal

to the dimension of the single-site Hilbert space. To fulfill the bound on the bond

dimension, the Schmidt rank needs to be truncated down to χ. The best approximation

regarding the Euclidean norm is obtained by dropping the smallest Schmidt values, or

equivalently, the eigenvalues of the reduced density matrix with the smallest weight.

The total weight of the discarded eigenvalues, which is called the truncation error, is

often used as a measure for the accuracy of a DMRG calculation.

To proceed, one sets ` ← `+ 1 or ` ← `− 1 and repeats the steps described above.

The ground-state approximation is obtained iteratively by updating each tensor in turn,

moving from one end of the system to the other and back, which is called a sweep.

Typically, of the order of 10 sweeps are necessary to achieve acceptable convergence.

In an iMPS, each tensor appears an infinite number of times, so that a different

approach is needed to minimize the energy. An efficient method is the iDMRG which

is related to the infinite-system algorithm sometimes used to initialize the finite-system

DMRG [12, 45]. Assume we have an MPS that approximates the ground state for a

finite system. It can be brought to a form that shows the Schmidt decomposition at the

center bond: |ψ〉 =
∑

α Λα|α〉L|α〉R. In each step of the iDMRG, a unit cell is inserted in

the center of the system by replacing the matrix of Schmidt values Λ with the tensors for

a new unit cell of N sites, i.e., |ψ′〉 =
∑

α

∑
σ1,...,σN

(Aσ1 ...AσN )αβ|α〉L|σ1, ..., σN 〉|β〉R.

The energy is then minimized with the tensors A[1], ..., A[N ] as free parameters through

restricted DMRG sweeps that only run over the new sites in the center. In the ther-

modynamic limit where translation invariance holds, the state |ψ′〉 will have a Schmidt

decomposition equivalent to that at the center of the previous state |ψ〉, if we cut the

system at one of the bonds connecting the new unit cell to rest of the system. Com-

bining for simplicity the sites of the unit cell, the tensors Γσ1,...,σN = Λ−1Aσ1 ...AσN Λ−1

and Λ thus can be used to define an iMPS as in Eq. (4), that approximates the ground

state in the thermodynamic limit. In the iDMRG, the limit of an infinite system is ap-

proached by successively inserting sites in the middle of the system and keeping track

of the convergence of the iMPS defined by the last-added tensors.

Time evolution If an MPS ground state is evolved in time following some pertur-

bation, the bond dimension required for an accurate MPS representation will typically

increase and eventually become prohibitively large. For short times, however, an MPS

description is still feasible. The accessible time scales strongly depend on the nature

of the perturbation. A global quench leads to a linear growth of the entanglement en-

tropy [52] corresponding to potentially exponentially increasing bond dimension. Local

perturbations cause at most logarithmic increase of the entanglement entropy so that

6



1.2 Numerical method

longer times can be reached [53, 54]. The latter case occurs in the calculation of dy-

namic response functions such as the dynamic structure factor. For this task, the

time-evolution of MPS is currently one of the most efficient techniques in one dimen-

sion [55].

There are multiple ways to carry out the time evolution in a numerical simulation.

Generally applicable are the matrix-product operator (MPO) technique of Ref. [56] and

methods based on the time-dependent variational principle [57]. We used the time-

evolving block decimation (TEBD) [16] which, unless swap gates are employed [20],

requires the Hamiltonian to have at most nearest-neighbor terms. Advantages of the

TEBD algorithm are that it is fast and allows for easy parallelization. In the TEBD,

the time-evolution operator is approximated by a Suzuki-Trotter decomposition [58].

Assume we have a Hamiltonian that is a sum of nearest-neighbor terms Ĥ =
∑

j ĥj,j+1.

The time-evolution operator in a first-order Suzuki-Trotter decomposition is then

e−itĤ =

[
(∏

j odd

e−i(t/n)ĥj,j+1
)(∏

j even

e−i(t/n)ĥj,j+1
)
]n

+ O(t2/n2) , (9)

where n is the number of time steps. In practical calculations, one usually uses

second- or fourth-order formulas that are constructed similarly. Each individual term

e−i(t/n)ĥj,j+1 only affects two tensors and thus can be efficiently applied to the MPS

using local updates like in the DMRG. For each two-site operator, appropriate left-

and right-normalizations of the MPS tensors are necessary to ensure a controlled trun-

cation of the bond dimension. By using the MPS representation of Eq. (4) it is possible

to apply all odd or even terms simultaneously [49]. This parallel update scheme is al-

lowed, because each factor e−i(t/n)ĥj,j+1 in the Suzuki-Trotter approximation is unitary

and thus, neglecting truncation errors, only changes the Schmidt values at the bond it

acts on.

Finite temperature Density operators of mixed states can be represented by MPO,

which are straightforward generalizations of MPS with an additional physical index for

each tensor [19]. However, there is no efficient way to ensure the required positive semi-

definiteness in an MPO [59]. One therefore often uses a purification ansatz instead,

where the density operator ρ̂ is obtained as the reduced density operator of a pure state

|ψ〉 in an enlarged system, so that ρ̂ is positive semi-definite by construction [19]. By

adding an auxiliary Hilbert space Haux which is a copy of the physical space Hphys one

can always write ρ̂ = Traux (|ψ〉〈ψ|), where |ψ〉 ∈ Hphys ⊗Haux and Traux denotes the

partial trace over Haux. The expectation value of an operator Ô is then calculated via

Tr(ρ̂ Ô)/Tr(ρ̂) = 〈ψ|Ô|ψ〉/〈ψ|ψ〉. On the right side of this relation, Ô acts trivially on

the auxiliary space.

In order to analyze finite-temperature properties of a Hamiltonian Ĥ, we need to

find a purification for the thermal density operator ρ̂β = e−βĤ/Tr(e−βĤ), where β is

the inverse temperature. This is done by starting from a trivial infinite-temperature

purification |ψ0〉 and then applying small imaginary time steps e−δτĤ that each lower

the temperature by 2δτ . A simple choice for the infinite-temperature purification that

can be directly constructed is, up to a normalization, |ψ0〉 =
∏
j(
∑

σj
|σj〉phys|σj〉aux),

i.e., the physical and auxiliary sites are grouped in pairs that form maximally entangled

7



1 Summary

states. In the MPS representation, the paired sites are chosen to be nearest neighbors.

The imaginary time-steps are applied to the physical part of the system using similar

techniques as for real-time evolution.

As the temperature is lowered, the bond dimensions of the MPS purification needs to

be increased to maintain an accurate representation of the state. It has been shown that

in the thermodynamic limit the required bond dimension saturates for gapped systems,

while it scales polynomially in the inverse temperature β in the gapless case [60].

Real-time evolution following a quench or a perturbation by an operator is simulated

in similar fashion as for pure states by applying small real-time steps e−iδtĤ to the

physical part. The limitations are also similar, i.e., the required bond dimension grows

with the simulated time and restricts the calculations to relatively short time scales.

Symmetry-protected topological order in matrix-product states In addition

to having applications in numerical algorithms, MPS are helpful as a theoretical tool to

classify the gapped phases of one-dimensional systems [6, 7, 9, 10]. Here, two points in

the space of finite-ranged Hamiltonians are said to belong to different phases when they

cannot be smoothly connected without crossing a phase transition. A phase transition

is defined as a point where the gap closes or where the derivative of the ground-state

energy has a discontinuity [61]. It is known that MPS can accurately represent one-

dimensional gapped ground states in the thermodynamic limit, and that every MPS

is the unique ground state of a finite-ranged and gapped parent Hamiltonian with the

same symmetry [50]. This justifies a classification of gapped phases by determining

which MPS are connected by a smooth path of gapped parent Hamiltonians [7]. In the

following, we summarize the results of such an analysis.

The definition of phases depends on the symmetries imposed on the Hamiltonian.

Two ground states in different phases may be distinguished by the spontaneous breaking

of these symmetries. However, it is also possible that two ground states do not break

any symmetry yet cannot be smoothly connected by Hamiltonians as long as certain

symmetries are kept intact, and in that sense also belong to different phases. A subclass

of such phases consist of states distinguished by SPT order. Non-trivial SPT order

means that the phase does not include a site-factorizable state. The main use of the

MPS classification is that it allows to identify the possible types of SPT order depending

on the symmetries of the Hamiltonian.

We now assume that the ground state is given by a pure iMPS as in Eq. (5) with

bond dimension χ and a one-site unit cell. The starting point for the classification in

the presence of symmetries is the equation [62]

∑

σ′
Σσσ′Γ

σ′ = eiϕU †ΓσU , = · eiϕ

Σ

Γ ΓU† U
, (10)

where U is a unitary χ × χ matrix that commutes with Λ, and ϕ ∈ R. This equation

relates a local symmetry operation represented by a unitary matrix Σ acting on the

physical index of the tensor, to a matrix U acting on the bond index. Similar expressions

hold for time-reversal and inversion symmetries, where the matrices on the left-hand

side are the complex conjugate Γσ
′∗ and the transpose Γσ

′T, respectively [9].

We now consider multiple local symmetries defined by matrices Σg. Consistency

8



1.3 Symmetry-protected topological order and criticality

with the symmetry group leads to certain constraints on the corresponding matrices

Ug and the phase factors eiϕg . Here, we focus on the matrices Ug which are important

for the definition of SPT phases. For only local symmetries, the matrices Ug form a

projective representation of the symmetry group, i.e., UgUh = eiα(g,h)Ugh, where eiα(g,h)

is a phase factor, and the corresponding local transformation matrices are assumed to

satisfy ΣgΣh = Σgh. It has been shown that two MPS are in the same phase if their U

matrices form equivalent projective representations. For example, the group Z2×Z2 has

two classes of projective representations and thus supports two symmetric phases [9].

They can be identified by considering the matrices Ug and Uh for two different elements,

which must satisfy

UgUh = ±UhUg . (11)

The sign distinguishes between trivial (+) and non-trivial (−) SPT order.

Time-reversal T and inversion I symmetries do not fall into this description. Instead,

their matrices satisfy

UT = ±UT
T , UI = ±UT

I , (12)

where the minus sign again corresponds to non-trivial SPT order. The combination of

time-reversal, inversion and local symmetries leads to additional phase labels beyond

the ones for the individual symmetries, which will not be discussed here [10].

The conditions on the U matrices for non-trivial SPT order imply, through the rela-

tion [U,Λ] = 0, that each Schmidt value in Λ has an even degeneracy [9]. This shows

that the phase does indeed not include a site-factorizable state. The degeneracy can

also be used as a signature of SPT phases in DMRG calculations, though it does not

indicate the type of SPT order. As described in Ref. [63], however, it is possible to

obtain the U matrices for an iMPS numerically and thereby unambiguously determine

the protecting symmetries.

1.3 Symmetry-protected topological order and criticality

The Haldane phase realized by the spin-1 Heisenberg chain is one the most famous

examples of topological order in one dimension. A more general model is the spin-1

XXZ chain with single-ion anisotropy:

ĤXXZ,D = J
∑

j

[
1

2
(Ŝ+
j Ŝ
−
j+1 + Ŝ−j Ŝ

+
j+1) + ∆Ŝzj Ŝ

z
j+1

]
+D

∑

j

(Ŝzj )2 , (13)

which for J,∆ > 0 also includes topologically trivial phases, a phase with spontaneously

broken symmetry, and different types of phase transitions. Because many of the models

studied in this thesis are related to this spin chain, we briefly review its ground-state

phase phase diagram [64, 65]. For a strong on-site anisotropy, the system is in the large-

D phase without broken symmetries. The ground state in the limit D → ∞ becomes

the product state
∏
j |0〉j , where the number indicates the eigenstate in the eigenbasis

of Ŝzj . Accordingly, the large-D phase is topologically trivial. When the anisotropy

parameter ∆ is large, the ground state belongs to the Néel phase with long-range

9



1 Summary

antiferromagnetic order that spontaneously breaks symmetries of the Hamiltonian. Like

the large-D phase, it is topologically trivial since it includes the limit ∆ → ∞ where

the two degenerate ground states are the product states
∏
j |±(−1)j〉. Finally, between

the large-D and Néel phases is the SPT Haldane phase. It is symmetric and therefore

the distinction from the large-D phase is not possible through a local order parameter

that measures symmetry breaking. Nevertheless, it is a separate phase since is has non-

trivial SPT order. The protecting symmetries for the Haldane phase are time-reversal

T , bond-centered inversion I and the Z2 × Z2 group of π spin rotations around two

orthogonal axes [9]. Characteristics of the Haldane phase are gapless spin-1/2 edge

states [23], and non-local string order [22]. These features are not protected by all

symmetries mentioned above, however. If there is only inversion symmetry I, they

may disappear for parameters in the phase [24].

The transitions between the Haldane phase and the large-D and Néel phases are

continuous and belong to the Gaussian and Ising universality class, respectively [64, 66].

For large ∆ and D values, there is also a direct transition between the large-D and the

Néel phase, which is of first order. Ising universality refers to the fact that the effective

field theory describing the asymptotic behavior of correlation functions is the same as

that for the finite-temperature phase transition in the classical two-dimensional Ising

model [61]. Gaussian universality means that the system is described by the Luttinger

liquid field theory which, for example, also applies to the gapless phase of interacting

spinless fermions in one-dimension. An important difference between the two cases is

that the critical exponents that can occur in the Ising universality class are discrete,

while in the Gaussian class they depend on a parameter K ∈ (0,∞) which may vary

continuously along a phase-transition line.

To experimentally investigate the SPT and critical properties of the model it would

be advantageous to have a realization in an optical lattice. Likely easier to implement in

such a setup than the spin-1 chain is the extended Bose-Hubbard model which exhibits

many of the same phenomena [33, 34]. The Hamiltonian of the extended Bose-Hubbard

model is

ĤEBHM = −t
∑

j

(b̂†j b̂j+1 + b̂†j+1b̂j) +
U

2

∑

j

n̂j(n̂j − 1) + V
∑

j

n̂jn̂j+1 . (14)

We assume a density ρ = 1 of one particle per site and U, V > 0. Because of the local

repulsion, we can approximately truncate the local Hilbert spaces to states with particle

number n < 3 and identify the states |n〉 ↔ |Sz + 1〉. By ignoring the difference in the

commutation relations of the spin and boson operators and making the replacements

b̂j → Ŝ−j , b̂†j → Ŝ+
j and n̂j → Ŝzj +1, we end up with the Hamiltonian in Eq. (13) up to a

minus factor in the hopping term which is not significant as can be removed by a unitary

transformation eiπ
∑

j odd Ŝ
z
j or eiπ

∑
j odd n̂j . While this is a rough approximation, it has

been shown numerically that the phase diagram of the extended Bose-Hubbard model

is indeed very similar to that of the spin chain, with Mott insulator, Haldane insulator

and density-wave phases replacing the large-D, Haldane, and Néel phases, respectively.

In contrast to the spin model, where the analogous phase occurs only for negative ∆,

there is a gapless superfluid phase in the regime of weak interaction [34]. Furthermore,

to arrive at the spin-1 chain model, we dropped terms of the Hamiltonian that break

the protecting symmetries of the Haldane phase except the bond-centered inversion I.

10



1.3 Symmetry-protected topological order and criticality

Taking into account the unitary transformation needed to adjust the hopping sign, it

follows that the Haldane insulator of the extended Bose-Hubbard model is protected

by the modified inversion symmetry I ′ = eiπ
∑

j n̂jI [9]. String order and edge states

thus cannot be used to define the bosonic Haldane phase.

Dimerization As a first extension, we study the effect of dimerization which here

refers to an alternating strength of the nearest-neighbor hopping or exchange-interaction

terms. There are different possible sources for dimerization in one-dimensional systems.

For half-filled fermion systems or analogous spin chains it can occur as a results of

spontaneous symmetry breaking because of the Peierls instability. Additionally, there

are materials with dimerization due to the crystal structure [67]. In optical lattices,

dimerization has been implemented by superimposing two regular lattices with different

wavelengths [68].

We begin by discussing the dimerized spin-1 chain with Hamiltonian

Ĥ = ĤXXZ,D + Jδ
∑

j

(−1)j
[

1

2
(Ŝ+
j Ŝ
−
j+1 + Ŝ−j Ŝ

+
j+1) + ∆Ŝzj Ŝ

z
j+1

]
(15)

(see Article I). Basic features of the phase diagram can be anticipated from the known

results for the model with δ = 0. Since the large-D, Haldane and Néel phases are

gapped, they will be stable against a small dimerization. Furthermore, the protecting

symmetries of the Haldane phase are not broken so that the distinction between large-

D and Haldane phase must remain. For very strong dimerization, there is a transition

to a phase which includes a fully dimerized state. Unlike in the spin-1/2 case, however,

this is not an SPT phase. It is in fact the large-D phase in the general model with both

dimerization and single-ion anisotropy.

To determine the phase for a set of parameters (∆, D/J, δ) numerically, we calculate

an iMPS approximation of the ground state with the iDMRG and then extract local and

topological order parameters. The locations of the phase transition are also confirmed

by calculating the correlation length of the iMPS which remains finite but shows a

sharp peak as the parameters are varied through a critical point. Figure 1 shows the

resulting phase diagram for dimerization δ = 0.1. There are still large-D, Haldane and

Néel phases, but the Haldane phase shrinks as δ is increased and eventually vanishes

in the parameter range studied. The numerical calculations show that no additional

phases appear even for large δ.

The effect on the phase transitions is more significant. In contrast to the model

without dimerization, the transition between the large-D and the Néel phase is partially

continuous. The continuous part is in the Ising universality class [69] except for the

point where the transition becomes of first order. There, the ground state belongs to

the tricritical Ising universality class, which has only few known realizations in realistic

Hamiltonians. Note, that such a point does not occur in the model with D = 0.

An efficient way to identify the universality classes numerically is through the cal-

culation of the central charge c. This is a quantity from conformal field theory, which

we here simply use as a label for the different universality classes [70]. For the phase

transitions we encounter, the central charges are c = 1/2 (Ising), c = 7/10 (tricrit-

ical Ising) and c = 1 (Gaussian). To calculate the central charge c one can exploit
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Figure 1: Phase diagram of the spin-1 XXZ chain with single-ion anisotropy and
dimerization δ = 0.1 calculated with the iDMRG. Panel (b) shows the mea-
sure for the central charge c∗(L) defined in Eq. (17) for L = 128 along the
phase transition lines.

that it appears in the scaling of the entanglement entropy S(`) with the size ` of the

subsystems in the bipartition. For a large system with L sites and periodic boundary

conditions at criticality, the following relation holds for the von Neumann entanglement

entropy between a contiguous block of ` sites and the rest of the system [47]:

S(`) =
c

3
ln

[
L

π
sin

(
π`

L

)]
+ s1 , (16)

where s1 is a non-universal constant. Since we consider dimerized systems, the above

equation applies only for even and odd bonds separately. Taking this into account, we

define a quantity [71]

c∗(L) = 3
[S(L/2− 2)− S(L/2)]

ln{cos[π/(L/2)]} (17)

that becomes equal to the central charge in the thermodynamic limit for critical sys-

tems, i.e., limL→∞ c∗(L) = c. In gapped systems, including first-order phase transitions,

limL→∞ c∗(L) = 0 because of the area law. While periodic boundary conditions are

more difficult to handle with MPS-based methods, they avoid boundary corrections to

Eq. (16) which would hinder the calculation of c [72].

The correct universality classes of the phase transitions could already be guessed

from the central charge c. However, this does not tell us the relation between the

effective field theory and the lattice model, which is necessary to make predictions for

the correlation functions. An analytical derivation of the field theory is helpful in this

regard. The effective field theory for the Hamiltonian (15) can be obtained starting

from an exactly solvable point in the bilinear-biquadratic model with an additional

nearest-neighbor term ∝ (ŜjŜj+1)
2 [66]. We do not discuss the resulting field theory

here and only state the predictions for the correlations functions. For the Ising and
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Figure 2: Correlation functions at the two phase-transition points belonging to the
Ising (a,b) and Gaussian (c,d) universality classes. The symbols are iDMRG
results, the solid lines fits according to the critical exponents in Eq. (18).

Gaussian phase transitions, we have the asymptotic behavior

Ising Gaussian

〈n̂zj n̂zj+r〉 ∼ r−1/4 , 〈n̂zj n̂zj+r〉 ∼ r−2K ,
〈m̂z

jm̂
z
j+r〉 ∼ r−9/4 , 〈m̂z

jm̂
z
j+r〉 ∼ r−2 ,

〈m̂z
j n̂

z
j+r〉 ∼ r−5/4 , 〈(Ŝ+

j )2(Ŝ−j+r)
2〉 ∼ r−2/K ,

〈d̂j d̂j+r〉 ∼ r−2 + const. , 〈n̂αj n̂αj+r〉 ∼ r−1/2K , α = x, y ,

〈d̂j d̂j+r〉 ∼ r−2K + const. ,

(18)

where n̂αj = (−1)j(Ŝαj − Ŝαj+1)/2, m̂α
j = (Ŝαj + Ŝαj+1)/2 and d̂j = (−1)j(ŜjŜj+1 −

Ŝj+1Ŝj+2) are the operators for staggered magnetization, smoothed magnetization and

dimerization, respectively. The Luttinger liquid parameter along the Gaussian line is

K ≤ 1/2, with K = 1/2 at the tricritical point.

Our numerical approach to analyze the phase transitions is as follows. First, we

use the iDMRG to find the transition lines with high accuracy. We then switch to

finite-system DMRG with periodic boundary conditions to calculate c∗(L) along the

transitions. This indicates where the different types of phase transition occur and in

particular allows us to locate the tricritical Ising point with c = 7/10. Finally, the

field-theoretical predictions for various critical exponents are checked by iDMRG cal-

culations. The behavior of the central charge is shown in Fig. 1(b), the correlation

functions in Fig. 2. For all correlation functions and both Ising and Gaussian transi-

tions, the critical exponents agree with the field-theory predictions in Eq. (18).

Dimerization in the extended Bose-Hubbard model (14) at density ρ = 1 should have

a similar effect on the phase diagram as in the spin-1 chain because of the relation
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between the models. We confirm in Article II by numerical calculations that this is

indeed the case, i.e., the Haldane insulator phase shrinks with increasing dimerization

and there is a continuous Ising line between Mott insulator and charge-density wave

phases that terminates at a tricritical Ising point.

We also study the effect of dimerization on the extended Fermi-Hubbard model with

nearest-neighbor interaction (see Articles III and IV). Without dimerization, the model

has an extended spin-density-wave phase with gapless spin excitations. A small dimer-

ization immediately opens a gap in the spectrum and the spin-density-wave phase is

replaced by an SPT Peierls insulator phase [35]. If sites connected by a weak bond are

regarded as a single site, the Peierls insulator is protected by similar symmetries as the

Haldane phase of spin-1 chains, i.e., bond-centered inversion, an antiunitary symmetry,

and an on-site Z2 ×Z2 symmetry [36, 37]1. The phase transition between Peierls insu-

lator and a long-range ordered charge-density wave phase is known to partially belong

to the Ising universality class [35, 73] but we show that it also includes a tricritical

Ising point where it turns first order. We calculate the critical exponents for both Ising

and tricritical Ising transitions and find good agreement with field-theory predictions.

It should be noted that a narrow bond-order wave phase exists, as a result of spon-

taneous symmetry breaking, already in the extended Hubbard model without explicit

dimerization [74]. In the phase diagram with dimerization, this bond-order-wave phase

appears to mark a first-order transition between two different SPT phases.

Anyon-Hubbard models and the anyonic Haldane insulator Anyons are de-

fined by the property that the many-body wave function picks up a complex phase

factor eiθ under particle exchange. They thus interpolate between fermions (θ = π)

and bosons (θ = 0). No anyonic elementary particles exist but quasiparticles in a solid

may obey anyonic exchange statistics. From topological arguments follows that anyons

cannot occur in space dimensions three or higher [75]. Furthermore, in one dimension

the exchange of particles is not possible without them passing through each other,

which appears to leave only two-dimensional systems as candidates. Nevertheless, a

type of anyonic system can be defined in one dimension by deforming the exchange

relations of the creation and annihilation operators of the particles [76]. In the lattice

models we consider, this takes the form:

âj â
†
` − e−iθsgn(j−`)â

†
`âj = δj` , âj â` − e−iθsgn(j−`)â`âj = 0 , (19)

where sgn(x) is the sign function with sgn(0) = 0, and θ is called the statistical phase.

For θ = 0, Eqs. (19) turn into the usual bosonic commutation relations, while for θ = π,

they resemble the fermionic anticommutation relations. However, even for θ = π the

particles are not truly fermions since they obey bosonic statistics on-site.

One of the simplest models of one-dimensional anyons is the anyon-Hubbard

model [38]. Its Hamiltonian has the same form as that of the Bose-Hubbard model but

the creation and annihilation operators obey the anyon statistics defined by Eqs. (19).

We consider an extended anyon-Hubbard model with nearest-neighbor interactions,

1 The SPT phase of the dimerized Hubbard chain has also been referred to as Haldane phase [37]. We
use the term Peierls insulator to distinguish it from the Haldane insulator phase of the extended
Bose-Hubbard model.
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Figure 3: Phase diagram of the extended anyon-Hubbard model for θ = π/4 at den-
sity ρ = 1. As in the extended Bose-Hubbard model θ = 0, we find a Mott
insulator (MI), a Haldane insulator (HI), a density-wave (DW) and a super-
fluid (SF) phase. The values of the central charge c at the phase transitions
are unchanged. For comparison, the phase boundaries are also shown for
θ = 0 and θ = π.

which is the anyon version of Eq. (14). With a generalized Jordan-Wigner transforma-

tion

âj = b̂je
iθ

∑j−1
`=1 n̂` , (20)

where b̂j is a boson annihilation operator, the modification of the exchange relations can

equivalently be expressed as a change of the Hamiltonian. While the interaction terms

are not affected since n̂j = â†j âj = b̂†j b̂j , the hopping terms get a density-dependent

phase factor:

ĤEAHM = −t
∑

j

(b̂†j b̂j+1e
iθn̂j + H.c.) +

U

2

∑

j

n̂j(n̂j − 1) + V
∑

j

n̂jn̂j+1 . (21)

Importantly, the above bosonic representation is the basis for several proposals to

implement the anyon-Hubbard model in optical lattices [38, 77, 78].

The anyon-Hubbard model (V = 0) has already been investigated at length using the

DMRG and analytical techniques. We supplement the previous studies in two respects.

For the Mott-insulator phase of the anyon-Hubbard model, we use strong-coupling

perturbation theory to obtain expressions for the θ dependence of various quantities

and confirm their range of validity with DMRG calculations (see Article VI). Moreover,

we study the extended anyon-Hubbard model (21) with nearest-neighbor interaction

and analyze its phase diagram at density ρ = 1 (see Article V). In the following, we

discuss only the results for the extended anyon-Hubbard model.

The phase diagram of the extended anyon-Hubbard model is presented in Fig. 3.

When θ is increased from 0 to π, the Haldane insulator phase becomes gradually smaller
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and eventually disappears at least for repulsive interactions. This is in accordance with

the naive expectation that the anyons resemble fermions for θ = π, which do not realize

a Haldane phase in the extended Hubbard model. Apart from that, the phase diagram

is mostly unchanged compared with that of the extended Bose-Hubbard model. The

additional effort to implement the hopping phase experimentally therefore seems hardly

worthwhile. From a theoretical point of view, however, the existence of the anyonic

Haldane insulator is interesting since the hopping phase in Eq. (21) breaks the modified

inversion symmetry

I ′ = eiπ
∑

j n̂jI (22)

that protects the bosonic Haldane insulator phase. Here, I is the regular bond-centered

inversion. Since I is a symmetry only for θ = 0 or θ = π, it is not obvious that the

Haldane insulator survives in the anyonic model. When a symmetry-breaking per-

turbation is added it will usually lift the clear distinction between the phases differ-

ing only by the corresponding SPT order. For example, a correlated-hopping term

∝ [(n̂j − 1)b̂†j b̂j+1 + H.c.] has been shown to open a small gap at the transition be-

tween Mott and Haldane insulator [34]. Our main result for the model (21) is that

the Haldane insulator phase is robust under the specific perturbation corresponding by

the change from bosons to anyons. The reason is that not only the modified inversion

symmetry I ′ protects the Haldane phase but also a combination of local, time-reversal

and inversion symmetries. Namely, in addition to the U(1) symmetry

R(ϕ) = eiϕ
∑

j n̂j , ϕ ∈ [0, 2π) (23)

corresponding to particle-number conservation, there is a symmetry

K = eiθ
∑

j n̂j(n̂j−1)/2IT , (24)

where I is a bond-centered inversion and T the time-reversal operation (complex con-

jugation). We find that if both symmetries (23) and (24) are present, an SPT phase

can exist which is a generalization of the Haldane insulator for bosons. The analysis is

2.6 2.8 3 3.2 3.4

−1

0

1

MI HI DW

θ = π/4, U/t = 5

V/t

O np = 2

np = 3

np = 5

Figure 4: Topological order parameter calculated numerically using the iDMRG
ground states in the Mott insulator (MI), Haldane insulator (HI) and
density-wave (DW) phases. A value O = 1 (O = −1) indicates a topo-
logically trivial (non-trivial) state, while O = 0 means that the symmetry
is spontaneously broken.
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based on Eq. (10) which describes the effect of the symmetry operations on the tensors

of an iMPS.

It turns out that regarding the SPT classification of phases, K behaves much like an

additional local Z2 symmetry. An important point is that unlike time-reversal and in-

version symmetries separately, the symmetry K by itself does not lead to an SPT phase

since Z2 has only one class of projective representation. However, when the particle

conservation is taken into account, we have the constraint that the corresponding U

matrices [see Eq. (10)] must form a projective representation of the symmetry group

formed by R(ϕ) and K, which is U(1) o Z2. This is analogous to the spin rotation

symmetry of the Hamiltonians in Eqs. (13) and (15). It is known that it suffices to

consider the subgroup Z2 × Z2 that permits two different phases [79]. Here, this sub-

group corresponds to K and R(π) which is the particle-number conservation modulo 2.

We have the constraint UKUR(π) = ±UR(π)UK and thus, following Ref. [63], define the

order parameter

O =
1

χ
Tr(UKUR(π)U

†
KU
†
R(π)) , (25)

where χ is the bond dimension of the iMPS. A value O = 1 (O = −1) indicates trivial

(non-trivial) SPT order.

Numerical calculations yield O = 1 in the large-D phase and O = −1 in the Haldane

phase [see Fig. 4]. The Haldane insulator in the extended anyon-Hubbard model is

therefore indeed protected by the combination of the symmetries Rz(π) and K. This

also holds in the bosonic limit θ = 0. However, in that case, the weaker condition of

symmetry under I ′ defined in Eq. (22) is sufficient.

1.4 Response to external fields

We now turn our attention to dynamical quantities that describe the response of the

system to external perturbations. Namely, we calculate the dynamic structure factor

and the spin conductance for different types of spin chains. Symmetry-protected topo-

logical order can appear through edge excitations for open boundaries, but is otherwise

not directly related to these quantities.

Dynamic spin structure factor The dynamic spin structure factor is the space

and time Fourier transformed spin-spin correlation function. When the Hamiltonian is

isotropic, it is sufficient to consider one component, e.g.,

Szz(k, ω) =
1

2π

∫
dt
∑

r

ei(kr−ωt)〈Ŝzj+r(t)Ŝzj (0)〉 . (26)

The Lehmann representation of the dynamic spin structure factor at zero temperature is

Szz(k, ω) =
∑

n>0 |〈ψn|Ŝz(k)|ψ0〉|2δ(ω−En+E0), where |ψn〉 are the energy eigenstates

sorted by their eigenvalues En, and Ŝz(k) = 1√
N

∑
j e

ikjŜzj for a system with N sites and

periodic boundary conditions. By determining Szz(k, ω), one can therefore gain insight

into the excitation spectrum. A numerical calculation of Szz(k, ω) is more involved

than DMRG techniques that directly target the lowest-lying excited states. However,
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Szz(k, ω) contains additional information about higher excitations and the momentum

dependence. It is also directly measurable in scattering experiments [40, 42].

There are several MPS-based techniques to calculate Szz(k, ω) [15, 18, 80]. We use

a time-evolution scheme following Refs. [17, 81, 82]. First, the equilibrium state is

approximated by an MPS |ψ0〉. This is simply a DMRG ground-state calculation for

zero temperature. For finite temperatures, the MPS is a purification of the density ma-

trix obtained by imaginary time-evolution. The equilibrium state is then perturbed by

applying the spin operator Ŝzj and subsequently evolved in time: |ψ(t)〉 = e−itĤ Ŝzj |ψ0〉.
After each few time steps the matrix elements 〈ψ0|Ŝzj+r|ψ(t)〉 with the starting state

can be calculated to obtain the time-dependent spin-spin correlation function.

The resolution in energy space after the Fourier transformation is determined by the

maximum simulated time, which is limited by the growth of the bond dimension re-

quired to accurately represent the state |ψ(t)〉. Different techniques have been devised

to extend the accessible time scales [83]. A straightforward approach is to spread the

time-evolution to two states [84], |ψA(t)〉 = e−itĤ Ŝzj |ψ0〉 and |ψB(−t)〉 = eitĤ Ŝzj+r|ψ0〉,
and calculate 〈ψB(−t)|ψA(t)〉. This is equal to 〈ψ0|Ŝzj+r|ψ(2t)〉 and thus doubles the

reached time for fixed maximum bond dimension, though the evaluation of the expec-

tation value becomes slightly more expensive. A major drawback of this scheme is that

both operators in the correlation function are fixed. To obtain the dynamic structure

factor we need the correlation functions for a wide range of distances r, and naively

each r value requires a separate simulation. We show in the following how this can be

circumvented when infinite boundary conditions are used.

Let us assume we have a state of the form

|ψA〉 =
∑

σ

...ΛΓσ0A[1]σ1A[2]σ2 ...A[N ]σN ΓσN+1Λ...|σ〉 , (27)

which is referred to as an MPS with infinite boundary conditions [82, 85, 86]. Equa-

tion (27) describes an MPS in the thermodynamic limit whose tensors Λ and Γ are

uniform, except for a finite window of N sites, where it has site-dependent tensors

A. For the calculation of the dynamic structure factor, we set |ψA〉 = e−itĤ ŜzN/2|ψ0〉.
The idea behind the infinite boundary conditions in Eq. (27) is that it suffices to up-

A[1] A[2] · · ·

B[1]∗ B[2]∗ · · ·
Γ Λ

Γ∗Λ

〈ψB |ψA〉

〈ψB |T̂−1|ψA〉

〈ψB |T̂−2|ψA〉

Figure 5: Graphical representation of Eq.(28). The blue symbols represent the tensors
in the finite window that distinguishes between |ψA〉 and |ψB〉 while the gray
tensors represent the iMPS unit cell.
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date only the A tensors during the time-evolution as long as the perturbation has

not reached the edges of the window. As described above, longer times are reached

by introducing a second state |ψB〉 = eitĤ ŜzN/2|ψ0〉 which is evolved backwards in

time. The state |ψB〉 is also given as an MPS with infinite boundaries but it has

different tensors inside the window, which we denote by B instead of A. We can

determine the local correlation function by evaluating the overlap of the two states

〈ψB|ψA〉 =
∑

σ Tr(A[1]σ1 ...A[N ]σNB[N ]σN †...B[1]σ1†). This is also true for open bound-

ary conditions. An advantage of infinite boundary conditions is that the correlation

function for other distances r is simply obtained by shifting the states against each

other and calculating

〈ψB|T̂−r|ψA〉 =
∑

σ

Tr

(
A[1]σ1−r ...A[N ]σN−r

( r∏

d=1

ΓσN−r+dΛ
)
B[N ]σN †...B[1]σ1†

( r∏

d=1

Γσ1−d†Λ
))

, (28)

where the operator T̂−r translates the state by r sites to the left [see Fig. 27]. Therefore,

the time-evolution needs to be carried out only for two states. When the unit cell consist

of more than one site, the number of necessary states increases.

We apply this method to two different systems, the spin-1 XXZ chain with single-

ion anisotropy (see Article VII), and a spin-2 chain that describes the small-hopping

limit of a spinful Bose-Hubbard model (see Manuscript VIII). As an example, we show

results for the spin-1 system in the Haldane phase at finite temperature, which was

recently studied with a different MPS approach using open boundary conditions [39] .

Since the Hamiltonian of the spin-1 XXZ in Eq. (13) chain does not have the full

spin-rotation symmetry we also need

S+−(k, ω) =
1

4π

∫
dt
∑

r

ei(kr−ωt)〈Ŝ+
j+r(t)Ŝ

−
j (0)〉 . (29)

to completely specify the dynamic spin structure factor. The dynamic response func-

tion of the spin-1 Heisenberg chain (∆ = 1, D = 0) at zero-temperature consists mostly

of a gapped magnon band with a minimum at momentum k = π [87]. Figure 6 dis-

plays our finite-temperature results for the Heisenberg chain with additional single-ion

anisotropies D/J = −0.04 and D/J = 0.2. The finite temperature leads to a significant

broadening of the magnon line, while the effect of the single-ion anisotropy is negligible

for the considered D values. In contrast to simulations with open boundaries, zero-

energy edge excitations do not appear. However, there is an additional signature below

the magnon excitations, which corresponds to intraband magnon scattering and thus

only appears for finite temperatures [39]. We observe similar intraband scattering also

in the large-D and Néel phases, where the elementary excitations are different.

Spin transport In the study of the transport in spin chains, the focus has been pri-

marily on the relation between integrability and the spin Drude weight DS which is the

weight of the zero-frequency contribution to the real part of the spin conductivity [88].

It distinguishes ballistic conductors with infinite conductivity (DS > 0) from normal
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Figure 6: Dynamic spin structure factor of the spin-1 chain (13) in the Haldane phase
for ∆ = 1 and two values of the single-ion anisotropy D. The temperature
is T/J = 0.4. A Gaussian broadening with σ/J = 0.1 has been applied.

conductors and insulators (DS = 0). The most thoroughly investigated model in this

context is probably the spin-1/2 XXZ chain with Hamiltonian

ĤXXZ = J
∑

j

[
1

2
(Ŝ+
j Ŝ
−
j+1 + Ŝ−j Ŝ

+
j+1) + ∆Ŝzj Ŝ

z
j+1

]
, (30)

which is realized in several quasi one-dimensional materials [89]. It was shown for both

zero and finite temperature that DS > 0 in the gapless phase for |∆| < 1, and DS = 0

in the gapped phase for |∆| > 1 [90–96].

Less-studied than the properties of the bulk chain, is the effect of leads and inter-

faces on the spin transport. We use the time-evolution of MPS to investigate the spin

transport in the spin-1/2 XXZ chain, but instead of a uniform spin chain, we consider

a junction consisting of two semi-infinite metallic leads and a finite-length spin chain

with NS sites (see Article IX, Article X, and Technical Report XI). The main quantity

of interest in this setup is the conductance G = I/V which describes the current I

induced by a potential difference V between the leads. As shown in the following, the

inclusion of metallic leads affects the spin transport significantly.

We summarize the setup used in Article IX, the one in Article X is only slightly

different. The total Hamiltonian Ĥ = ĤXXZ + ĤL + Ĥc contains, in addition to the

spin-chain Hamiltonian HXXZ , a part for the leads

ĤL = −t
∑

a=l,r

∑

σ=↑,↓

∑

j>1

[ĉ†jσaĉj+1,σa + ĉ†j+1,σaĉjσa] (31)
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Figure 7: Spin conductance G for the junction described by Eq. (30-32) for spin volt-
age V/t = 0.2 and NS = 8 sites in the spin chain.

that describes two chains of non-interacting spinful fermions, and a term

Ĥc =
J ′

2

[
ĉ†1↑lĉ1↓lŜ

−
1 + ĉ†1↓lĉ1↑lŜ

+
1 + ∆(ĉ†1↑lĉ1↑l − ĉ

†
1↓lĉ1↓l)Ŝ

z
1

]

+
J ′

2

[
ĉ†1↑r ĉ1↓rŜ

−
NS

+ ĉ†1↓r ĉ1↑rŜ
+
NS

+ ∆(ĉ†1↑r ĉ1↑r − ĉ
†
1↓r ĉ1↓r)Ŝ

z
NS

]
(32)

that couples the first and last sites of the spin chain to the left and right leads, respec-

tively. For simplicity, we assume that this exchange coupling has the same amplitude

as that in the spin chain, i.e., J ′ = J . To drive a spin current, an inhomogeneous

magnetic field with a constant gradient in the spin chain is switched on, which adds

the following term to the Hamiltonian:

ĤV =
V

2

∑

j>1

(ĉ†j↑lĉj↑l − ĉ
†
j↓lĉj↓l) +

∑

j

(
− V

NS + 1
j +

V

2

)
Ŝzj

− V

2

∑

j>1

(ĉ†j↑r ĉj↑r − ĉ
†
j↓r ĉj↓r) . (33)

The spin current I flowing through the spin chain in the steady state defines the con-

ductance G = I/V .

To determine the conductance G of the junction at zero temperature, we truncate the

leads to a finite number of sites and approximate the ground state with the DMRG.

The spin-voltage term ĤV is then turned on and the state evolved in time with a

TEBD method. From the time-dependence of the current through the spin chain, the

steady-state value is extrapolated to estimate the spin conductance G [97, 98].

Figure 7 shows the calculated spin conductance G at spin voltage V/t = 0.2 as a

function of J/t for multiple values of the anisotropy parameter ∆. For each ∆, the spin

conductance G has a single peak. While the position and width of the peak depend

on ∆, its maximum is nearly the same for the parameters in the gapless phase. For
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∆ = 2, in the gapped Néel phase, we find a smaller conductance maximum. It decreases

further when the length NS of the spin chain is increased (see Article IX). In all cases,

G falls off to zero away from the peak.

The observed behavior for the spin conductance is quite similar to that of the charge

conductance in inhomogeneous chains of interacting fermions. There, the transport

behavior has been understood qualitatively using an inhomogeneous Luttinger liquid

model with local backscattering terms. The backscattering terms cause the linear

conductance to vanish at zero temperature [99, 100]. However, there can be parameters

in the underlying lattice model for which they disappear in the effective Luttinger

liquid Hamiltonian [101, 102]. At such conducting fixed points, the linear conductance

is equal to that of the leads [103, 104]. In our system, the spin-conductance peaks

seem to correspond to similar conducting fixed points that are reached by fine-tuning

the model parameters near the interface. This is plausible, since both the gapless

spin chain and the spin sector of the leads are separately described by Luttinger liquid

Hamiltonians [105]. The maximum spin conductance in the gapless phase indeed agrees

with the value G = 1/(4π) expected for non-interacting leads. Note that for a uniform

spin chain without leads, the conductance would depend on ∆ [100].

Although we only carried out numerical simulations for zero temperature, the quali-

tative behavior of the spin conductance should also be valid for low finite temperatures.

Based on the results for the Luttinger liquid model [100, 101], we expect that the width

the conductance peaks [cf. Fig. 7] increases with temperature, so that the effect of the

interfaces becomes less severe. The conductance also depends on the value of the spin

voltage V , with sharper peaks occurring for smaller V . Figure 7 shows results for an

intermediate value V/t = 0.2. To instead obtain the linear conductance, one could

numerically evaluate the corresponding Kubo formula with MPS techniques [106, 107].

Finally, let us comment on the effect of a homogeneous magnetic-field term h
∑

j Ŝ
z
j

already present in the equilibrium, which is discussed in Article X. For ∆ > 1, a

large-enough h causes a phase transition from the gapped into a gapless phase. In this

field-induced gapless phase, we also find a conducting fixed point that is independent of

the precise value of h. There, the low-V spin conductance G as a function of h exhibits

roughly a step-like behavior when passing through the phase transition, which agrees

with the naive expectation for the two phases based on their bulk transport behavior.

Away from the conducting fixed point, G shows several peaks as h is varied through the

points where level crossings in the spin chain occur. This is reminiscent of the Coulomb

blockade effect for charge transport [108].

1.5 Conclusion

Using matrix-product-state (MPS) techniques, in particular the (infinite) density-matrix

renormalization group and time-evolution methods, we studied various aspects of strong-

ly correlated one-dimensional systems. The considered models are generalizations of

Heisenberg spin chains and (Bose-)Hubbard models relevant for quasi one-dimensional

magnets and optical lattices.

In the first part, we investigated ground-state phase diagrams regarding symmetry-

protected topological (SPT) order and critical properties. We analyzed the effect of an

explicit dimerization on the spin-1 XXZ chain with single-ion anisotropy and the related
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extended Bose-Hubbard model at a density of one particle per site, which both exhibit

an SPT Haldane phase. Since the dimerization conserves the protecting symmetries, it

does not immediately destroy the SPT order. However, as the strength of the dimer-

ization is increased, the extent of the Haldane phase becomes smaller. There is also a

qualitative change regarding the type of phase transitions. For finite dimerization, part

of the transition between the large-D and the Néel phase (or the analogous phases in

the extended Bose-Hubbard model) becomes first order and a point belonging to the

tricritical Ising universality class appears. Such a tricritical Ising point was also found

in the extended Fermi-Hubbard model with dimerization. The overall phase diagram

of the fermionic model differs from that for bosons, however. In particular, it is known

that there is no analogous Haldane phase but an SPT Peierls insulator. With this in

mind, we investigated how the phase diagram of the extended Bose-Hubbard model

changes when the particle statistics are smoothly deformed, i.e., we considered anyons

instead of bosons. The resulting extended anyon-Hubbard model also has a Haldane

insulator phase, which shrinks the further the model is perturbed from the bosonic

limit. Since the change to anyons breaks the protecting symmetry of the bosonic Hal-

dane phase, the existence of the anyonic Haldane phase is a non-trivial result. Using

an MPS calculation of topological order parameters, we showed how the symmetry

protection for anyons differs from that for bosons.

In the second part of this thesis, we studied dynamical properties of spin chain mod-

els, using the time-evolution of MPS. We considered two different physical quantities,

the dynamic structure factor which describes neutron-scattering experiments in solids,

and the spin conductance, which determines the spin current in response to a magnetic-

field gradient. The dynamic structure factor was calculated for the spin-1 XXZ chain

with on-site anisotropy, and for a more exotic spin-2 chain that emerges as an effective

description of spinful bosons in optical lattices. While the dynamic structure factor for

the spin-1 chain has been calculated before and its basic features are known, our results

are new in that the simulations are directly in the thermodynamic limit and at finite

temperature. We also introduced a more efficient scheme to evaluate the expectations

values when using MPS in the thermodynamic limit. For the spin conductance, we

focused on the spin-1/2 XXZ chain, which is an ideal spin conductor in the gapless

regime. Instead of a homogeneous chain whose spin transport properties are already

well-understood, we investigated a junction with metallic leads. The interface gener-

ally strongly reduces the conductance at zero temperature. For fine-tuned parameters,

however, the linear conductance matches that of the leads. Overall, the behavior of

the spin conductance resembles that previously observed for charge transport of inho-

mogeneous fermion chains which is explained in terms of a generic effective Luttinger

liquid Hamiltonian.
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1 Introduction

It is well established that quantum effects in one-dimensional antiferromagnetic (AFM) spin
systems lead to interesting physical phenomena. While a uniform Heisenberg chain is gapless
for half-integer spins, an exotic ground state with a finite gap appears for integer spins [1]. For
spins S = 1, this Haldane phase can be understood in the framework of the Affleck-Kennedy-
Lieb-Tasaki model [2, 3], whose exact ground state can be constructed in terms of valence
bonds, i.e., singlet pairs of S = 1/2 spins. Meanwhile, the Haldane phase is recognized as a
symmetry-protected topological (SPT) state [4,5] and attracts continued attention from both
theoretical and experimental points of view. For instance, the Haldane gap was confirmed
experimentally in a compound with Ni2+ ions Ni(C2H8N2)2NO2(ClO4) [6,7], in which a small
value of the single-ion anisotropy D was reported [8]. A minimal model for the description of
such anisotropic spin-1 chains is

ĤX X Z ,D = J
∑

j

(Ŝ j · Ŝ j+1)∆ + D
∑

j

(Ŝz
j )

2 , (1)

where (Ŝ j · Ŝ j+1)∆ = Ŝ x
j Ŝ x

j+1 + Ŝ y
j Ŝ y

j+1 +∆Ŝz
j Ŝ

z
j+1. Assuming a positive exchange parameter

J > 0 and ∆ > 0, the ground-state phase diagram exhibits three gapped phases [9]. At the
isotropic point (D = 0 and ∆ = 1) the model is in a Haldane phase. A sufficiently strong
single-ion anisotropy D/J induces a Gaussian quantum phase transition (QPT) with central
charge c = 1 to a topologically trivial large-D (LD) phase. On the other hand, increasing∆ for
fixed D = 0 from the isotropic point leads to a Ising QPT with c = 1/2 to a long-range ordered
AFM phase. At larger values of ∆ and D there is a first order transition between the LD and
AFM phases.

A natural extension of the spin-1 X X Z chain (1) is the introduction of an explicit bond
alternation

Ĥ = ĤX X Z ,D + J
∑

j

δ(−1) j(Ŝ j · Ŝ j+1)∆ . (2)

Interestingly this model realizes dimerized versions of the same three phases as the one de-
scribed by Eq. (1), namely, dimerized Haldane (D-H), AFM (D-AFM) and LD (D-LD) phases.
The case D = 0 has been studied previously [10, 11] and it was found that the D-H to D-LD
transition is again of the Gaussian type, but the entire D-AFM-phase boundary, including the
transition to the D-LD phase, belongs to the Ising universality class. A key question is how the

2
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criticality at the phase boundary changes, if both D and δ are finite. Earlier studies of half-
filled Hubbard-type models realizing SPT insulating and long-range ordered (charge-density-
wave) phases [12–14] indicated a transition line that is separated into continuous Ising and
first-order QPTs. The meeting point of these lines belongs to the tricritical Ising universality
class with c = 7/10, which can be described by the second minimal model of conformal field
theory [15,16].

In this paper, we determine and analyze the ground-state phase diagram of the extended
model (2) by means of field theory and matrix-product-state based density-matrix renormal-
ization group (DMRG) [17, 18] techniques, focusing on the quantum criticality at the phase
boundaries. By calculating the central charge c, we provide compelling evidence for the ex-
istence of a critical point in the tricritical Ising universality class. Field-theory predictions
for the phases and the nature of the phase boundaries of the model (2) with both single-ion
anisotropy D and bond alternation δ are shown to be in excellent agreement with numeri-
cal simulations. Finally, we discuss the relevance of our results to experiments on dimerized
spin-1 materials [19].

2 Ground-state phase diagram

Let us first describe the numerical method we have used to determine the phase boundaries of
the model (2). By means of the infinite DMRG (iDMRG) [20] a characteristic correlation length
ξχ can be calculated. While this ξχ is always finite for fixed bond dimension χ, it strongly
peaks at a critical point and therefore allows for an accurate determination of QPT points, see
Appendix B. This approach was already applied to half-filled Hubbard-type models [12–14].

In order to identify the different continuous phase transitions occurring in the model (2),
we calculate the corresponding central charges c via the entanglement entropy. For a critical
system with L sites and periodic boundary conditions, the von Neumann entanglement entropy
of a contiguous block of ` sites with the rest of the system is SL(`) =

c
3 ln

� L
π sin

�
π`
L

��
+s1, where

s1 is a non-universal constant [21]. An accurate determination of the central charge is possible
by using the relation [13,22]

c∗(L)≡ 3[SL(L/2− 2)− SL(L/2)]
ln{cos[π/(L/2)]} , (3)

where in view of the explicit dimerization the doubled unit cell has been taken into account.
Calculating the central charge numerically via Eq. (3), the universality classes of the QPT
points are confirmed; this is demonstrated in Appendix B.

For iDMRG simulations typical truncation errors are 10−12, using bond dimensions χ up to
1600. In the case of finite-system DMRG calculations with periodic boundary conditions, e.g.,
by estimating the central charge via Eq. (3), the maximal truncation errors are about 10−9,
with χ up to 6000.

Figure 1(a) shows the ground-state phase diagram of the model (2) for δ = 0.1. For weak
dimerization, the D-H phase survives between the D-LD and D-AFM phases. In contrast to the
model without dimerization, however, the transition between the D-LD and D-AFM phases is
continuous below a critical end point (∆ce, Dce/J)'(3.90, 3.64). Like the D-H�D-AFM line,
this part of the transition belongs to the Ising universality class with central charge c = 1/2,
except for the critical end point, which belongs to the universality class of the tricritical Ising
model with c = 7/10. A tricritical Ising point at which the transition becomes first order
is not observed in the dimerized model without single-ion anisotropy, simply because in this
case the transition between the D-LD and D-AFM phases is always continuous. At the phase
boundaries involving the Haldane phase, the universality classes are the same as in the non-
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Figure 1: (a): Ground-state phase diagram of the model (2) for δ = 0.1. The error
bar of the tricritical (Ising) point is smaller than the symbol size. 〈σ3〉 denotes the
third Ising order parameter, determining the Ising QPT between the D-H or D-LD
phase and the D-AFM phase. (b): Numerically obtained central charge c∗(L) on
various phase transition lines from Eq. (3) with L = 128 and periodic boundary
conditions.

dimerized model. Now the tricritical point, where the Haldane phase vanishes, is at (∆tr,
Dtr/J)'(2.58, 2.22). For δ 6= 0, the central charge at this point is c = 1.

In the following, combining field theory and DMRG, we discuss various QPTs, including
the direct Ising transition from the D-LD to the D-AFM phase.

3 Field-theory approach

In order to obtain a field-theory description of the model in the vicinity of the various phase
transition lines we consider the Hamiltonian

ĤFT = Ĥ − J
∑

j

(1−α)(Ŝ j · Ŝ j+1)
2
∆′ , (4)

which differs from Eq. (2) by an additional biquadratic exchange term. A field-theory descrip-
tion of the model (4) can be constructed in the vicinity of the Takhtajan-Babujian point [23,24]
(α = 0, δ = 0, D = 0, ∆ = 1 and ∆′ = 1) following Ref. [25]. This leads to a Hamiltonian
density of the form

Ĥ =
3∑

a=1

iva

2
[ L̂a∂x L̂a − R̂a∂x R̂a]− imaR̂a L̂a +

3∑
a=1

ga Ĵ a Ĵ a +λσ̂1σ̂2σ̂3 , (5)

where L̂a and R̂a are left and right moving Majorana fermions, σ̂a are three Ising order pa-
rameter fields and

Ĵ a = −(i/2)εabc[ L̂b L̂c + R̂bR̂c]. (6)

The parameter λ in Ĥ is proportional to the dimerization δ and by virtue of the U(1) symmetry
of the microscopic Hamiltonian (4) we have v1 = v2, m1 = m2 ≡ m, and g1 = g2 ≡ g.
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The masses m and m3 are functions of D and α. The functional form of this dependence is
only known in the vicinity of the Takhtajan–Babujian point and in what follows we therefore
take m3 and m as free parameters, which we adjust in order to recover the structure of the
phase diagram obtained by DMRG. Our main working assumption is that the field theory (4)
remains a good description of the low-energy degrees of freedom in the vicinity of the various
phase transition lines in the microscopic model even far away in parameter space from the
Takhtajan–Babujian point. We note that an alternative way of deriving a field theory proposed
by Schulz [26] leads to equivalent results. A third approach would be to develop a field-
theory description around the SU(3) symmetric point of the spin-1 chain [27–30], but we do
not pursue this here. The relation between lattice spin operators and continuum fields is

Ŝa
j ∼ M̂ a(x) + (−1) j n̂a(x) , (7)

where x = ja0 (a0 is the lattice spacing). The smooth components of the spin operators are
proportional to the currents M̂ a(x)∝ Ĵ a(x), while n̂a(x) are expressed in terms of Ising order
and disorder operators as

n̂x(x) ∝ σ̂1(x)µ̂2(x)µ̂3(x) , (8)

n̂y(x) ∝ µ̂1(x)σ̂2(x)µ̂3(x) , (9)

n̂z(x) ∝ µ̂1(x)µ̂2(x)σ̂3(x) . (10)

In order to facilitate comparisons between field-theory and iDMRG results for the lattice model
it is useful to define lattice operators

m̂αj =
Ŝαj + Ŝαj+1

2
, n̂αj = (−1) j

Ŝαj − Ŝαj+1

2
. (11)

At long distances we have
m̂αj ≈ M̂α(x) , n̂αj ≈ n̂α(x) . (12)

It is convenient to use the U(1) symmetry to bosonize

L̂1 + i L̂2 ∼
1p
πa0

e−i
p

4πϕ̂L , R̂1 + iR̂2 ∼
1p
πa0

ei
p

4πϕ̂R . (13)

In terms of the corresponding canonical Bose field Φ̂= ϕ̂L+ϕ̂R and the dual field Θ̂ = ϕ̂R−ϕ̂L
the field theory (5) reads:

Ĥ = Ĥ3 + ĤB + Ĥint , (14)

Ĥ3 =
iv3

2
[ L̂3∂x L̂3 − R̂3∂x R̂3]− im3R̂3 L̂3 , (15)

ĤB =
v
2

�
1
K
(∂x Φ̂)

2 + K(∂x Θ̂)
2
�
− m
πa0

cos
p

4πΦ̂ , (16)

Ĥint =
2ig
πa0

cos(
p

4πΦ̂)L̂3R̂3 +λ
′ sin(

p
πΦ̂)σ̂3 , (17)

where K is the Luttinger liquid (LL) parameter.

3.1 Renormalization group analysis

The most relevant perturbation is always the dimerization, and concomitantly at weak cou-
pling the λ′ term reaches strong coupling first under the renormalization group (RG) flow.
This results in a non-zero dimerization

〈d̂〉 ≡
*

1
L

∑
j

D̂j

+
6= 0 , D̂j = (−1) j Ŝ j · Ŝ j+1. (18)
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For later convenience we define a lattice version of the normal-ordered dimerization operator

d̂ j =
D̂j + D̂j+1

2
− 〈d̂〉 . (19)

To see what happens after the dimerization perturbation has reached strong coupling we con-
sider the next most relevant operators, which are the Majorana mass term and the cos-term
in the bosonic sector. Assuming that we have m > 0, what happens then depends on the sign
of the Majorana mass term m3. If it is positive the third Ising model is in its disordered phase
〈σ̂3(x)〉 = 0, while m3 < 0 implies that 〈σ̂3(x)〉 6= 0. In the latter case the strong coupling
RG fixed point is amenable to a mean-field analysis. The term Ĥint coupling the bosonic and
fermionic sectors can be decoupled, e.g.

σ̂3(x) sin
�p
πΦ(x)

�→ 〈σ̂3(x)〉 sin �pπΦ̂(x)�+ σ̂3(x)〈sin �pπΦ̂(x)�〉 . (20)

This leads to a mean-field description in terms of an Ising model in a longitudinal field and a
double sine-Gordon model [31,32]

ĤMF =
iv3

2
[ L̂3∂x L̂3 − R̂3∂x R̂3]− iem3R̂3 L̂3 + hσ̂3 +

v
2

�
1
K
(∂x Φ̂)

2 + K(∂x Θ̂)
2
�

− em
πa0

cos(
p

4πΦ̂) + eλ sin(
p
πΦ̂) , (21)

where

eλ = λ′〈σ̂3〉 , h= λ′〈cos(
p

4πΦ̂)〉 ,

em = m+ 2i g〈R̂3 L̂3〉 , Ým3 = m3 +
2g
πa0
〈cos(

p
4πΦ̂)〉. (22)

The classical ground state of the double sine-Gordon model is obtained by solving

2em
π

sin(
p

4πΦ̂c) + eλ cos(
p
πΦ̂c) = 0 . (23)

Importantly, this tells us that for em> 0 we have

〈cos(
p
πΦ̂(x))〉 6= 0 , (24)

which in turn implies that

〈n̂z(x)〉 ∝ 〈σ̂3(x) cos(
p
πΦ̂)〉 6= 0 . (25)

Hence the strong coupling RG fixed point describes a phase where antiferromagnetic order
coexists with dimerization. This is the D-AFM phase identified above by the DMRG.

In the other phases the RG fixed points again occur at strong coupling but cannot be ana-
lyzed in terms of a simple mean-field argument. However, the field theory nevertheless allows
for a description of the various transition lines as shown in what follows.

3.2 Quantum phase transitions

3.2.1 D-LD� D-AFM phase transition line

This corresponds to the situation where the bosonic sector remains gapped, while the third
Ising model undergoes a transition between a disordered phase 〈σ̂3〉 = 0 on the D-LD side
and an ordered phase 〈σ̂3〉 6= 0 on the D-AFM side of the phase diagram. As a result the D-
LD�D-AFM phase transition is in the universality class of the two-dimensional Ising model.
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In the vicinity of the transition we may project onto the low-energy Ising degrees of freedom
following e.g. Ref. [33]. Details are given in Appendix A. This yields

m̂z
j

���
low

= A∂x σ̂
3(x) + . . . , (26)

n̂z
j

���
low

= Bσ̂3(x) + . . . , (27)

d̂ j

���
low

= iCR̂3(x)L̂3(x) + . . . . (28)

Along the phase transition line we thus have

〈n̂z
j n̂

z
j+`〉 = B2`−1/4 + . . . , (29)

〈m̂z
j n̂

z
j+`〉 = −AB

4
`−5/4 + . . . , (30)

〈m̂z
j m̂

z
j+`〉 =

5A2

16
`−9/4 + . . . , (31)

and
〈d̂ j d̂ j+`〉= C2`−2 + . . . . (32)

The predictions (29)–(32) are compared to iDMRG simulations below.

3.2.2 D-H� D-AFM phase transition line

The D-AFM to D-H transition is described by the same scenario as discussed above, since it
also belongs to the Ising universality class with c = 1/2. Accordingly, Eqs. (29)–(32) are valid
on this transition line as well.

3.2.3 D-H� D-LD phase transition line

As we cross from the D-AFM into the D-H phase at fixed ∆ by increasing D the (effective)
Majorana mass m3 increases. Assuming that this relation continues to hold, the characteristic
energy scale in the Majorana sector can eventually become large compared to that of the
bosonic sector and it is then justified to integrate out the Majorana sector. This leads to an
effective low-energy description in terms of a sine-Gordon model

Ĥlow =
v
2

�
1
K
(∂x Φ̂)

2 + K(∂x Θ̂)
2
�
− m∗

πa0
cos(
p

4πΦ̂) . (33)

The main effect of integrating out the Majorana sector is the renormalization of the sine-
Gordon coupling. Importantly, m∗ can vanish for particular values of D, which corresponds to
a phase transition line described by a LL characterized by the LL parameter K . The low-energy
projections of the lattice spin operators along this line are

d̂ j

���
low

= AD cos
�p

4πΦ̂(x)
�
+ . . . , (34)

n̂z
j

���
low

= Az sin
�p

4πΦ̂(x)
�
+ . . . , (35)

n̂x
j

���
low

= Ax cos
�p
πΘ̂(x)

�
+ . . . , (36)

�
S+j
�2���

low
= A2 ei

p
4πΘ̂(x) + . . . , (37)

m̂x
j

���
low

=
a0p
π
∂x Φ̂(x) + . . . . (38)

7

Article I

35



Select SciPost Phys. 5, 059 (2018)

This gives the following field-theory predictions for power-law decays of two-point functions

〈n̂z
j n̂

z
j+`〉 =

A2
z

2
`−2K + . . . , (39)

〈n̂αj n̂αj+`〉 =
A2

x

2
`−1/2K + . . . , α= x , y , (40)

〈(Ŝ+j )2(Ŝ−j+`)2〉 = A2
2`
−2/K + . . . , (41)

〈m̂z
j m̂

z
j+`〉 =

K
2π2

`−2 + . . . , (42)

〈d̂ j d̂ j+`〉 =
A2

D

2
`−2K + . . . . (43)

4 DMRG analysis

In this section, we examine various two-point correlation functions of the lattice Hamilto-
nian (2) using iDMRG in order to prove the field-theory predictions described in the last sec-
tion. Then, the topological properties of each phase are discussed by simulating topological
order parameters.

4.1 Quantum phase transitions
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Figure 2: The connected longitudinal spin-spin (upper panels) and dimerization
(lower panels) two-point functions at the Ising transition point for fixed D/J = 3
(left panels) and D/J = 1 (right panels) with δ = 0.1, obtained by iDMRG with
χ = 1600. Correlation functions (symbols) show a power-law decay in accordance
with the field-theory predictions Eqs. (29)–(32) [lines].

4.1.1 D-LD� D-AFM and D-H� D-AFM Ising phase transition lines

For fixed D/J = 3 and δ = 0.1 the Ising QPT occurs at ∆c ' 3.303 between D-LD and D-
AFM phases as extracted from correlation length ξχ . At this transition point various two-point

8

2 Thesis articles

36



Select SciPost Phys. 5, 059 (2018)

functions can be computed by iDMRG. Here, χ = 1600. As shown in Fig. 2(a) field-theory
predictions for diverse two-point functions of z-component spin operators (29)–(31) can be
proved by iDMRG. Figure 2(b) demonstrates that also the dimer-dimer correlation function is
in agreement with the power-law behavior according to Eq. (32) for large distances `� 1.

The relations between the coefficients in Eqs. (29)–(32) can be verified by fitting the
iDMRG data to the field-theory predictions. For instance, in the case of the D-LD�D-AFM tran-
sition at D/J = 3 [Fig. 2(a)], we obtain c1 ' 0.381 (B ' 0.617) and c3 ' 0.158 (A' 0.711),
i.e., AB/4' 0.110, which is in good agreement with c2 ' 0.114 from Eq. (30).

Along the Ising critical line separating the D-H and D-AFM phases the long-distance behav-
ior of these correlation functions determined by iDMRG is again in excellent agreement with
field-theory predictions, cf. Eqs. (29)-(32). A representative example is shown in Figs. 2(c)
and (d) for D/J = 1 and ∆c ' 1.789.

4.1.2 D-H� D-LD phase transition line
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(b)
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1

1.5

D/J
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(c)

δ = 0.1

Figure 3: Spin-spin (a) and dimer-dimer (b) correlation functions at the c = 1 tran-
sition for D/J = 1 and δ = 0.1 computed by iDMRG with bond dimension χ = 1600.
The extracted values of the LL parameter K are in good agreement. (c) Extrapolated
values of LL parameters K via S(q) of Eq. (44) on the c = 1 transition line for δ = 0.1,
obtained by DMRG with up to L = 1024 sites and open boundary conditions.

Along the line of Gaussian QPTs separating the D-H and D-LD phases the exponents char-
acterizing the long-distance behavior of correlation functions depends on the LL parameter K
as described in Eqs. (39)-(41) and (43). In order to facilitate a comparison to the field-theory
results we therefore require the LL parameter K . For fixed D/J = 1 the Gaussian transition
occurs at∆c ' 1.135. In Figs. 3(a) and (b) we show numerical results of correlation functions
obtained by iDMRG. The values of LL parameters extracted from the fits to Eqs. (39)-(41) and
(43) show reasonable agreement with each other.

These values can also be extracted from the long-distance behavior of the smooth part of
the spin-spin correlation function (42), that is, the LL parameter determines the amplitude of
the correlation function but not the exponent. We calculate the longitudinal spin correlation
function and isolate the smooth component from a Fourier transformed structure factor

S(q) =
1
L

∑
j`

eiq( j−`) �¬Ŝz
j Ŝ

z
`

¶
−
¬
Ŝz

j

¶

Ŝz
`

��
(44)

for q ≈ 0, where q = 2π/L. The LL parameter is determined as K = limq→0πS(q)/q [34].
Figure 3(c) shows the results for the Luttinger parameter K on the c = 1 line for δ = 0.1.
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At ∆ = 1 we have K = 1.215, in reasonable agreement with the values obtained from the
exponents of correlation functions in Figs. 3(a) and (b). Following the Gaussian transition
line by increasing ∆ and D/J the Luttinger parameter decreases and takes the value K ' 1/2
at the point when the Gaussian line merges with the line of Ising QPTs.

4.2 Topological order parameters

Let us now explore the topological properties of the phases of the model (2). Following Vi-
dal [35], we use the infinite matrix-product-state representation formed by χ ×χ matrices Γσ
and a positive real, diagonal matrix Λ:

|ψ〉=
∑

···σ j ,σ j+1···
· · ·ΛΓσ j

ΛΓσ j+1
· · · | · · ·σ j ,σ j+1, · · · 〉 , (45)

where the index σ labels the basis states of the local Hilbert spaces. The Γσ and Λ are assumed
to be in the canonical form:

∑
σ

ΓσΛ
2Γ †
σ = 1=

∑
σ

Γ †
σΛ

2Γσ . (46)

If |ψ〉 is invariant under an internal symmetry represented by a unitary matrix Σσσ′ , then the
transformed Γσ matrices satisfy [5,36]

∑
σ′
Σσσ′Γσ′ = eiθU†ΓσU . (47)

Here U is a unitary matrix that commutes with Λ, and eiθ is a phase factor. In the case of time
reversal symmetry (inversion symmetry), Γσ on the left-hand side is replaced by its complex
conjugate Γ †

σ (its transpose Γ T
σ ). Exploiting the properties of the matrices U each SPT phase

can be classified [5]: In the case of time reversal (inverse) symmetry the matrices satisfy
UT U∗T = ±1 (UI U∗I = ±1), and the sign can be used to distinguish different SPT phases. In
presence of a Z2 ×Z2 symmetry the order parameter is given by

OZ2×Z2
=

1
χ

Tr
�
Ux Uz U†

x U†
z

�
, (48)

where we use the symmetry operations R̂x = exp(iπ
∑

j Ŝ x
j ) and R̂z = exp(iπ

∑
j Ŝz

j ) to calcu-
late Ux and Uz .

In the presence of dimerization the unit cell consists of two sites, which we have to block
together in order to apply the above description. For the model (2), blocking sites across weak
bonds gives the same values of the order parameters as blocking across strong bonds. Figure 4
shows the iDMRG results for the order parameters in case of inverse and Z2×Z2 symmetries.
If Ux and Uz commute (OZ2×Z2

= 1), the system is in a trivial phase, i.e., a site-factorizable LD
state, whereas if they anticommute (OZ2×Z2

= −1), the system realizes a non-trivial Haldane
state. If the symmetry is broken, we set OZ2×Z2

= 0. Obviously, the order parameter OZ2×Z2

changes its sign only if a phase transition occurs between D-LD and D-H phases. OI behaves
similarly to OZ2×Z2

, i.e., OI = ±1 for the two symmetric phases, and OI = 0 in the D-AFM
phase.

To summarize this subsection, dimerization does not affect the topological properties of
the system (2), so that the D-H (D-LD) phase remains a non-trivial (trivial) SPT phase as in
the system without dimerization (1).
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Figure 4: Topological order parameters for inversion symmetry OI and Z2×Z2 spin
rotation symmetry OZ2×Z2

at D/J = 1 and δ = 0.1.

5 Relevance to experiments

Let us finally relate our findings with experimental results. There are several realizations of
spin-1 bond-alternating chains, such as Ni(C9H24N4) (NO2)ClO4 [37,38] and [Ni(333-tet)(µ-
N3)n](ClO4)n [39–41]. Most remarkably, in the latter material a logarithmic decrease of the
susceptibility was observed at low temperature, indicating a vanishing excitation gap [19].
Comparing quantum Monte-Carlo simulations with experimental data suggested that the ma-
terial is described by a Hamiltonian of the form (2) with δ = 0.25,∆= 1 and D/J = 0. Totsuka
et al. [42] determined the critical point for D = 0 numerically and obtained δc = 0.25± 0.01
and c = 1, while results by Kitazawa and Nomura [11] suggested that δc = 0.2598. Impor-
tantly these parameter sets are close to the location of the point where the Gaussian and Ising
phase transitions merge [10,11].

In the following, we therefore determine the ground-state phase diagram of the model (2)
for δ = 0.25 and reexamine the magnetic susceptibility of the above mentioned nickel com-
pound using the infinite time-evolving block decimation (iTEBD) [35]. Figure 5(a) displays the
corresponding phase diagram of the model (2). Although the extent of the Haldane phase is
significantly reduced, the Gaussian and Ising transition lines can still be detected numerically.
As shown in Fig. 5(b) the experimental data of the magnetic susceptibility for [Ni(333-tet)(µ-
N3)n](ClO4)n can be fitted most successfully for ∆ = 1 and D/J = 0.02, taking the reported
small single-ion anisotropy D/J < 0.1 [19] into account. On the other hand, the numerical
data at the Gaussian transition point for fixed ∆ = 1 deviates from experimental ones in the
lower-temperature regime. Thus, this nickel compound may be even closer to the Ising transi-
tion line than to the c=1 transition line considered so far. It would be interesting to investigate
signatures of the Ising QPT experimentally, e.g., by inelastic neutron scattering, where the cor-
responding dynamical structure factor can be calculated numerically, see Ref. [43].

6 Summary and Conclusions

In this work we investigated the ground-state phase diagram and quantum criticality of the
dimerized spin-1 X X Z chain with single-ion anisotropy D, employing a combination of ana-
lytical and numerical techniques. For weak dimerization (δ ® 0.26) and single-ion anisotropy,
the symmetry-protected topological Haldane phase survives and the transition between the
D-LD and D-AFM phases, which is always of first order in the absence of dimerization, be-
comes partially continuous. The continuous section of the transition line belongs to the Ising
universality class with central charge c = 1/2. With increasing the magnitude of D, this Ising
line terminates at a tricritical Ising point with c = 7/10, above which the phase transition
becomes first order. A comprehensive description of the phases and phase boundaries can be
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Figure 5: (a) Ground-state phase diagram of the model (2) for δ = 0.25. The
red star denotes the parameter set corresponding to the Ni compound [Ni(333-
tet)(µ-N3)n](ClO4)n, and the green cross gives the Gaussian transition point
[(D/J)c ' 0.296] for fixed∆= 1. (b) Temperature dependence of the magnetic sus-
ceptibility of the powdered sample for [Ni(333-tet)(µ-N3)n](ClO4)n (circles) taken
from Ref. [19]. The red solid line is the iTEBD data for ∆ = 1, D/J = 0.02 and
δ = 0.25 with J/kB = 88 K and g = 2.45. For comparison, we also show the iTEBD
result at the Gaussian transition for fixed ∆= 1 (green dashed line).

achieved by a bosonization-based field theory including three Majorana fermions. The field-
theory predictions for various correlation functions have been confirmed by numerical iDMRG
calculations.

Finally, we have revisited the experimental results for the Ni compound [Ni(333-tet)(µ-
N3)n](ClO4)n showing gapless behavior and have demonstrated that the corresponding pa-
rameter set might be not only in the vicinity of the Gaussian transition line but also very close
to the Ising transition line. Further experimental research for this material, such as neutron
scattering, would be desirable.
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A Low-energy projections of operators

Let us denote the Euclidean action corresponding to the Hamiltonian density (14) by

S = S3 + SB + Sint , (49)

where S3 and SB involve only Ising and bosonic degrees of freedom respectively and Sint de-
scribes the interaction between the two sectors. In the regimes where the mass scale associated
with S3 is much smaller (larger) than the one associated with SB and where Sint can be treated
as a perturbation, we may integrate out the bosonic (fermionic) degrees of freedom, see e.g.
Ref. [33].

A.1 Integrating out the bosonic degrees of freedom

This case pertains to the transition lines between the D-AFM phase and the D-LD and D-H
phases. In these cases the low-energy projection of a general local operator is given by

Ô
���
low
=

∫
DΦ e−SB e−SintÔ = 〈Ô〉Φ − 〈SintÔ〉Φ + . . . , (50)

where 〈〉Φ denotes the average with respect to the bosonic action SB. As we have assumed that
the parameter m is positive, we have

〈sin(p4πΦ)〉Φ = 0. (51)

This implies that the low-energy projection of the dimerization operator is

D̂j

���
low

∼ −〈Sintσ̂
3(x) sin

�p
πΦ̂(x)

�〉Φ + . . .

= −λ′
∫

dτd y σ̂3(x)σ̂3(y,τ)〈sin �pπΦ̂(x , 0)
�

sin
�p
πΦ̂(y,τ)

�〉Φ + . . .

= 〈d̂〉+ iCR̂3(x)L̂3(x) + . . . . (52)

In the last line we have used that the expectation value in the bosonic sector decays exponen-
tially in the Euclidean distance r =

p
(x − y)2 + v2τ2 ,

〈sin �pπΦ̂(x , 0)
�

sin
�p
πΦ̂(y,τ)

�〉Φ∝ e−r/ξ , (53)

which in turn allows us to employ the operator product expansion in the Ising sector

σ̂3(x)σ̂3(y,τ) =
�a0

r

� 1
4 �

1− iπrR̂3(x)L̂3(x)
�
+ . . . . (54)

Finally we have fixed the constant part in the low-energy projection by using that it must give
the correct expectation value of the dimerization operator. Similarly we obtain

M̂ z
j

���
low

∼ −λ′
∫

dτd y σ̂3(y,τ)〈∂x Φ̂(x , 0) sin
�p
πΦ̂(y,τ)

�〉Φ + . . .

= A∂x σ̂
3(x) + . . . . (55)

The leading contribution to the low-energy projection of n̂z
j occurs at order Ô(λ′)0 of our

procedure and gives

n̂z
j

���
low

∼ B′〈cos
�p
π ˆΦ(x)

�〉Φ σ̂3(x) + . . .

= Bσ̂3(x) + . . . . (56)
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Figure 6: Correlation length ξχ (upper panels) and central charge c∗(L) (lower pan-
els) for fixed D/J = 1 (left panels) and 3 (right panels) with δ = 0.1.

A.2 Integrating out the fermionic degrees of freedom

This case pertains to the transition line between the D-LD and D-H phases. Here we have

Ô
���
low
=

∫
DR̂3D L̂3 e−S3−SintÔ = 〈Ô〉3 − 〈SintÔ〉3 + . . . , (57)

where 〈〉3 denotes the average with respect to the Majorana action S3. On the transition line
we have m3 > 0 which implies

〈µ̂3(x)〉3 6= 0. (58)

An immediate consequence of (58) is that

n̂x
j

���
low
∼ cos

�p
πΘ̂(x)

�〈µ̂3(x)〉3 + . . . . (59)

The low-energy projections of other operators can be worked out as before

n̂z
j

���
low

∼ −λ′B′
∫

d ydτ 〈σ̂3(x , 0)σ̂3(y,τ)〉3 sin
�p
πΦ̂(x , 0)

�
cos

�p
πΦ̂(y,τ)

�

= Az sin
�p

4πΦ̂(x)
�
+ . . . . (60)

Here we have used that
〈σ̂3(x , 0)σ̂3(y,τ)〉3∝ e−r/ζ , (61)

which permits us to employ operator product expansions in the bosonic sector. The projection
of the dimerization operator is

D̂j

���
low

∼ −λ′
∫

dτd y 〈σ̂3(x)σ̂3(y,τ)〉3 sin
�p
πΦ̂(x , 0)

�
sin
�p
πΦ̂(y,τ)

�
+ . . .

= 〈d̂〉+ D cos
�p

4πΦ̂
�
+ . . . . (62)

B Determination of phase boundaries

In this section, we explain how the QPT points and their universality classes are determined
within the (i)DMRG method. Since the QPTs are the only points in the considered parameter
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Figure 7: (a) Phase diagram of the model (2) for δ = 0.5. D-LD�D-AFM phase
boundary of the continuous Ising transition terminates at a tricritical Ising point.
Beyond this point, the QPT becomes first order. (b) Central charge c(L) on the D-
LD�D-AFM phase boundaries obtained numerically for L = 128 and periodic bound-
ary conditions.

region where the system becomes critical, they are easily obtained by simulating the corre-
lation length ξχ , as demonstrated in Figs. 6(a) and (b) for δ = 0.1 with fixed D/J = 1 and
3, respectively. The divergence of the physical correlation length at a QPT is reflected by a
pronounced peak of ξχ whose height increases with the bond dimension χ. From the peak
positions for large enough χ, we pinpoint the phase transition with an accuracy of at least three
digits. For D/J = 1 the transitions occur at∆c1 ' 1.135 and∆c2 ' 1.789 [see Fig. 6(a)], while
there is only one Ising transition at ∆c ' 3.303 [see Fig. 6(b)].

The central charge c∗(L) calculated by DMRG also exhibits a peak structure around the
critical points [see Figs. 6(c) and (d)]. These peaks become more distinct with increasing
system size L. From the heights of the peaks at large L, we obtain the central charges c = 1
and c = 1/2, which are consistent with Gaussian- and Ising-type transitions, respectively.
Moreover, the positions of the peaks agree with the QPT points estimated from the correlation
length.

C Ground-state phase diagram for strong dimerization

With increasing dimerization the D-H phase is reduced, and it disappears for δ ¦ 0.26 [11] if
we limit ourselves to the parameter region J > 0 and δ > 0. Figure 7(a) for δ = 0.5 demon-
strates such a situation consisting of only D-LD and D-AFM phases, separated by continuous
and first-order transition lines. At the meeting of these transition lines the numerically ob-
tained central charge indicates c = 7/10 [Fig. 7(b)], suggesting that this point belongs to the
tricritical Ising universality class.
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We present an unbiased numerical density-matrix renormalization group study of the one-dimensional Bose-
Hubbard model supplemented by nearest-neighbor Coulomb interaction and bond dimerization. It places the
emphasis on the determination of the ground-state phase diagram and shows that, besides dimerized Mott and
density-wave insulating phases, an intermediate symmetry-protected topological Haldane insulator emerges at
weak Coulomb interactions for filling factor one, which disappears, however, when the dimerization becomes too
large. Analyzing the critical behavior of the model, we prove that the phase boundaries of the Haldane phase to
Mott insulator and density-wave states belong to the Gaussian and Ising universality classes with central charges
c = 1 and c = 1/2, respectively, and merge in a tricritical point. Interestingly we can demonstrate a direct Ising
quantum phase transition between the dimerized Mott and density-wave phases above the tricritical point. The
corresponding transition line terminates at a critical end point that belongs to the universality class of the dilute
Ising model with c = 7/10. At even stronger Coulomb interactions the transition becomes first order.

DOI: 10.1103/PhysRevA.99.012122

I. INTRODUCTION

Over the past years, ultracold atoms in optical lattices have
become a fascinating tool to explore strongly correlated many-
body systems and thereby provide also valuable insights into
complex phenomena in solid-state systems [1–3]. Ultracold-
atom-based quantum simulators have already been used, e.g.,
to observe the transition from a superfluid (SF) to a Mott
insulator (MI) phase for bosons [4], to realize the crossover
between Bose-Einstein condensation and Bardeen-Cooper-
Schrieffer pairing [5], or to modulate the range of interactions
in quantum systems [6,7].

One of the targeted model systems for ultracold atoms is
the Bose-Hubbard model (BHM), which has been intensively
studied from a theoretical point of view. Quite recently, trig-
gered by the observation of a symmetry-protected-topological
(SPT) Haldane phase in the spin-1 Heisenberg chain [8–10],
the related Haldane insulator (HI) phase in the extended
BHM (EBHM) with longer-range repulsion [11] has attracted
significant attention.

Including a bond dimerization, which can also be realized
in optical lattices [12], the physical properties of the spin-
1 chain change drastically, e.g., the Haldane phase shrinks
rapidly when the dimerization increases and eventually even
disappears [13,14]. In this work, we explore the effect of
the bond dimerization δ in the EBHM using the density-
matrix renormalization group (DMRG) technique [15,16].
We especially demonstrate that a direct continuous transition
takes place between the dimerized MI and density-wave (DW)
phases, instead of the first-order transition observed in the
pure EBHM (δ = 0).

The paper is structured as follows: Section II introduces
the EBHM with bond dimerization, as well as the numerical
techniques for its investigation. The physical quantities of
interest will be defined in Sec. III. Section IV presents the

ground-state phase diagram of the dimerized EBHM for ρ =
1 and classifies the phase boundaries. Some results for band
filling factor ρ = 1/2 can be found in Appendix A. Section V
summarizes our results and gives a brief outlook.

II. MODEL AND METHOD

As outlined above, we consider the EBHM with an addi-
tional explicit bond dimerization δ,

Ĥ = ĤEBHM − t
∑

j

δ(−1) j (b̂†
j+1b̂ j + H.c.), (1)

where the EBHM Hamiltonian is given by

ĤEBHM = − t
∑

j

(b̂†
j+1b̂ j + H.c.) + U

∑
j

n̂ j (n̂ j − 1)/2

+ V
∑

j

n̂ j n̂ j+1. (2)

Here b̂†
j (b̂ j) creates (annihilates) a boson at site j of a

one-dimensional lattice, and n̂ j = b̂†
j b̂ j is the corresponding

particle number operator. The transfer amplitude t enables the
bosons to hop between neighboring lattice sites, whereas the
on-site (nearest-neighbor) Coulomb repulsion U (V ) tends to
localize the particles by establishing an MI (a DW) ground
state, at least when the number of bosons N equals the number
of lattice sites L, i.e., ρ = N/L = 1. In this case, a finite
dimerization should also promote an insulating state but now
with alternating strong and weak bonds.

The ground-state phase diagram of the pure BHM, where
V = 0 and δ = 0, has only two phases, an SF and an MI
[17], which are separated by a Kosterlitz-Thouless phase
transition at t/U � 0.305 for ρ = 1 [18]. Adding now V and
restricting the maximum number of bosons per site nb to
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be two, the EBHM can be approximately mapped onto the
spin-1 XXZ model with single-ion anisotropy, whereby the
bosonic operators b̂†

j , b̂ j , and n̂ j will be replaced by the spin-1

operators Ŝ+
j , Ŝ−

j , and Ŝz
j + 1, respectively [19]. As a result,

an SPT Haldane insulator appears between the MI and DW
phases for intermediate couplings [11,20], which resembles
the gapped Haldane phase of the quantum spin-1 Heisenberg
chain [8]. We note that the HI phase continues to exist if one
includes higher boson numbers nb > 2 [21,22]. In the DMRG
calculations, a finite maximum number of bosons per site
nb must be used. All results for ρ = 1 in the main text are
obtained with nb = 4.

To explore the effects of the dimerization in the full
model (1), we employ the matrix-product-state–based infinite
DMRG (iDMRG) technique [23]. The iDMRG provides us
with unbiased numerical data directly in the thermodynamic
limit. Hence the phase boundaries can be obtained without any
finite-size scaling procedure. On the other hand, we determine
the critical behavior by tracking the central charge along
the quantum phase transition (QPT) lines through the use
of the more standard DMRG technique for finite systems
with periodic boundary conditions (PBC). The quantum phase
transition itself is characterized by various excitation gaps
obtained by combining DMRG and infinite matrix-product-
state representation at the boundaries of the system [24,25].

III. SYSTEM CHARACTERIZATION

Now we present the physical quantities of interest and
explain how they can be simulated within the (i)DMRG
framework.

A. Entanglement spectrum, central charge,
and correlation length

To determine SPT states in the model (1), we discuss
the so-called entanglement spectrum εα [26], which can be
extracted from the Schmidt decomposition. Dividing the sys-
tem with L sites into two subblocks, H = H� ⊗ HL−�, and
considering the reduced density matrix ρ� = TrL−�[ρ] of a
sub-block of (arbitrary) length � < L, the entanglement spec-
trum is given by the singular values λα of ρ� as εα = −2 ln λα .
If we split the system into two semi-infinite pieces during
the iDMRG simulations, the entanglement levels εα show
a characteristic degeneracy in the SPT phase, as has been
demonstrated for the Haldane phase of the spin-1 chain [10].

The entanglement spectrum also yields valuable informa-
tion about the criticality of the system. For the von Neumann
entanglement entropy, SL(�) = −∑

α λ2
α ln λ2

α , field theory
predicts that

SL(�) = c

3
ln

[
L

π
sin

(
π�

L

)]
+ s1 (3)

in a critical system with PBC [27]. In Eq. (3), c is the central
charge and s1 is a nonuniversal constant. Employing a doubled
unit cell, in view of the explicit dimerization, the central
charge can be calculated very efficiently from the relation [28]

c∗(L) = 3[SL(L/2 − 2) − SL(L/2)]

ln{cos[π/(L/2)]} . (4)

In addition, within an iDMRG calculation, the correlation
length ξχ can be obtained from the second-largest eigenvalue
of the transfer matrix for some bond dimension χ [16,23].
While the physical correlation length diverges when the sys-
tem becomes critical, ξχ stays finite during the numerical
simulations due to the finite bond dimension. Nevertheless, ξχ

can be utilized to determine the phase transition point because
it develops a pronounced maximum with increasing χ near
the critical point. Putting these criteria together, the QPT can
be determined with high precision.

B. Excitation gaps

To determine the criticality of the QPTs one can simulate
various excitation gaps of the model (1), just as for the EBHM
[11,20,21]. For instance, in the EBHM, the single-particle gap

�sp = E0(N + 1) + E0(N − 1) − 2E0(N ) (5)

closes at the MI-HI transition, and the neutral gap

�n = E1(N ) − E0(N ) (6)

vanishes at the MI-HI and HI-DW transitions, where �n

closes linearly in the latter case, indicating a critical exponent
ν = 1 of the Ising universality class. In Eqs. (5) and (6),
E0 (E1) denotes the ground-state energy (energy of the first
excited state) of the finite L-site system with fixed boson
number.

C. Density-wave order parameter

By analogy with the charge-density-wave order parameter
of the fermionic Hubbard-type models [29,30], a (dimerized)
DW state in the model (1) can be characterized by a nonvan-
ishing expectation value of the operator

m̂DW = 1

L

∑
j

(−1) j (n̂ j − 1). (7)

Most importantly, analyzing 〈m̂DW〉 close to the Ising or the
tricritical Ising transitions points provides the critical expo-
nent β [30].

IV. NUMERICAL RESULTS FOR ρ = 1

A. Ground-state phase diagram

Figure 1 presents the ground-state phase diagram of the
EBHM with an explicit bond dimerization δ = 0.25 and nb =
4 obtained by iDMRG. For the considered weak dimerization,
we observe, just as for the EBHM (δ = 0), an HI between the
MI and DW states, but now these phases exhibit a finite bond
dimerization, i.e., actually we have D-HI, D-MI, and D-DW
states. For weak onsite and nearest-neighbor repulsions, an SF
phase appears. Additionally, there may be a region of phase
separation for U/t < 2, as observed in the model without
dimerization [31]. Here, however, we restrict ourselves to the
parameter regime U/t � 2 in order to concentrate on the study
of D-MI, D-HI, and D-DW phases and the transitions between
them.

Also the universality classes of the QPT between the D-HI
and the D-MI (D-HI and D-DW) phases are the same as for
the EBHM, where they are characterized by a central charge
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FIG. 1. IDMRG ground-state phase diagram of the dimerized
EBHM (1) for U/t � 2 with δ = 0.25 and nb = 4. Here the blue
dashed line gives the D-MI � D-HI phase boundary; the red solid
line denotes the continuous Ising phase transition. Both lines merge
at the tricritical point located inside the small rectangle which is
enlarged in Fig. 4(c) (see also the discussions in the text). The
QPT is continuous (first order) below (above) the critical end point
(V/t,U/t )ce marked by the star symbol [there we obtain for the
central charge c∗(L) � 0.7 from Eq. (4) as L → ∞ on the D-MI�D-
DW transition line, see inset]. In the weak (V,U )-coupling regime an
SF phase is formed.

c = 1 (c = 1/2). The relevant difference is that now the transi-
tion between the D-MI and D-DW phases is continuous below
a critical end point (V/t,U/t )ce [which roughly is (11.4, 6.08)
for δ = 0.25]. The continuous transition also belongs to the
Ising universality class, except for the critical end point, which
belongs to the universality class of the dilute Ising model with
c = 7/10. This will be confirmed numerically below.

B. D-HI�D-MI and D-HI�D-DW quantum phase transitions

We now investigate the nature of the SPT D-HI state and its
phase boundaries in more detail. Figure 2(a) displays the be-
havior of the central charge c∗(L) as a function of V/t at fixed
U/t = 4, which is obtained by evaluating Eq. (4) by DMRG
for up to L = 96 sites with PBC. Increasing the system size,
two peaks develop, which indicates the D-MI�D-HI and D-
HI�D-DW transitions. For L = 96, we find c∗ � 1.000 (c∗ �
0.503) at Vc1/t � 2.65 (Vc2/t � 3.24), which points toward
a Gaussian (an Ising) QPT. The corresponding entanglement
spectrum εα [Fig. 2(b)] underlines that a nontrivial topological
phase is realized for Vc1 < V < Vc2, because the entanglement
levels show the characteristic degeneracy demonstrated previ-
ously for the Haldane phase of the spin-1 chain [10].

Figure 2(c) clearly shows the different behavior of the
excitation gaps in the diverse insulator phases, as well as at
their phase boundaries: The single-particle gap �sp is finite
throughout the phase diagram, except for the D-HI�D-MI
QPT, whereas the neutral gap �n closes both at the D-MI�D-
HI and D-HI�D-DW QPTs. At the D-HI�D-DW transition
�n closes linearly, which reflects the critical exponent ν = 1
of the Ising universality class. Nevertheless, the D-HI phase
and its phase boundaries display the same behavior as for the
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FIG. 2. Central charge (a), entanglement spectrum (b), and ex-
citation gaps (c) of the dimerized EBHM (1) as a function of V/t
at fixed U/t = 4, where ρ = 1 and nb = 4. A central charge c = 1
(c = 1/2) indicates the D-HI�D-MI (D-HI�D-DW) transition. The
D-HI phase is marked in gray.

nondimerized EBHM. Note that the D-HI phase disappears at
the tricritical point (V/t,U/t )tr [which is located at (4.1,6.9)
for δ = 0.25], where the central charge becomes 1.

C. D-MI�D-DW Ising transition

The most significant effect of the dimerization is the direct
Ising transition between the D-MI and D-DW phases which
could not be observed in the pure EBHM. Figure 3(a) displays
the central charge c∗(L), obtained from Eq. (4) by DMRG.
Obviously, in the vicinity of the D-MI�D-DW transition,
a peak develops which gets sharper if the system size L is
increased. Fixing U/t = 9, we find c∗ � 0.526 at Vc � 4.99,
indicating that the QPT belongs to the Ising universality class.
Since the D-HI phase is absent, the entanglement spectrum εα

is no longer degenerate [in the remaining D-MI and D-DW
phases, cf. Fig. 3(b)]. Figure 3(c) gives the excitation gaps
for U/t = 9. Again, the single-particle gap �sp stays finite,
and the neutral gap �n closes at the D-MI�D-DW transition
point linearly, i.e., ν = 1 (Ising universality class).

As already pointed out, the continuous Ising transition
line between D-MI and D-DW phases terminates at the
tricritical Ising transition point. The inset of Fig. 1 shows how
a pronounced maximum develops in the central charge c∗ on
the D-MI�D-DW transition line as L increases. We obtain
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FIG. 3. Central charge (a), entanglement spectrum (b), and exci-
tation gaps (c) of the model (1) as a function of V/t for fixed U/t = 9
with ρ = 1 and nb = 4. The data indicate a D-MI�D-DW transition
with c = 1/2.

c∗ � 0.699 at the critical end point (V/t,U/t )ce �
(6.083, 11.4), in agreement with the prediction of field
theory for the universality class of the dilute Ising model,
c = 7/10.

D. Tricritical regime

To investigate the surroundings of the tricritical point
where the D-HI phase vanishes, and determine the value
of (V/t,U/t )tr with maximum precision, we calculated the
correlation length ξχ varying V/t , at fixed U/t , above and
below the tricritical point. Here a single-peak, respectively,
two-peak structure, would be expected. From Fig. 4(a) it
seems, however, that in the immediate vicinity of the tricritical
point a three-peak structure appears. That is, the DW order
parameter 〈m̂DW〉 becomes finite not only for V > Vc3 but
also for Vc1 < V < Vc2 [see Fig. 4(b)], where Vc1 < Vc2 < Vc3

denote the positions of three peaks. Plotting the position of
these peaks when U/t is changed, we obtain the strongly
zoomed-in phase diagram depicted in Fig. 4(c). According to
this figure, the D-DW phase penetrates between the D-MI and
the D-HI phase near the tricritical point (V/t,U/t )tr. Since
this re-entrance behavior of the D-DW phase is found numeri-
cally in a very limited parameter range only, and Vc2 still shifts
in the direction of Vc1 as χ increases [see Fig. 4(a)], it would
be highly desirable to explore this region or behavior more
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FIG. 4. (a) Three-peak structure of the correlation length ξχ of
the dimerized EBHM with δ = 0.25 and U/t = 6.65. χ gives the
bond dimension used in iDMRG. (b) Corresponding behavior of
the DW order parameter 〈mDW〉. Note that 〈mDW〉 is finite not only
for V/t � 4.00 but also for 3.974 � V/t � 3.977. The dotted lines
denote the QPT points with χ = 400. (c) Zoomed-in phase diagram
in the immediate vicinity of the tricritical point. The dashed line
illustrates the parameter scan performed in panels (a) and (b). Note
that the parameter region of panel (c) is equal to the size of the
rectangle in Fig. 1.

thoroughly, e.g., accompanying our iDMRG calculations by
field theory, which is beyond the scope of this work, however.

V. SUMMARY AND CONCLUSIONS

In this work we explored the ground-state phase diagram of
the extended Bose-Hubbard model with bond dimerization for
filling factor ρ = 1 by means of various density-matrix renor-
malization group techniques. Most notably, we prove the ex-
istence a of a symmetry-protected-topological (dimerized) HI
which separates—at sufficiently weak Coulomb interactions
and dimerization—MI and DW states. In addition, we demon-
strate a direct Ising transition line between the MI and DW
phases for larger Coulomb interactions, which terminates at a
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tricritical Ising point (end point) with central charge c = 7/10,
where it becomes first order.

The phase diagram of the nondimerized model for ρ = 1
can be understood by analogy to the spin-1 XXZ chain
with single-ion anisotropy, with the MI, HI, and DW phases
corresponding to the large-D, Haldane, and Néel phases,
respectively. In particular, it follows that the HI phase is a
symmetry-protected-topological phase, which is protected by
a modified bond-centered inversion symmetry [10]. Since this
symmetry is respected by the explicit dimerization, the dis-
tinction between MI and HI survives in the dimerized model.
For weak Coulomb repulsions U and V , the system realizes an
SF phase, just as for filling factor ρ = 1/2, where no MI exists
at all in the absence of dimerization. If the onsite repulsion
U is sufficiently large in the latter case, adding a small bond
dimerization opens an energy gap so that the system passes
into a symmetry-protected-topological dimerized MI phase
(see Appendix A).

We wish to stress that it is extremely difficult to obtain
numerical results with sufficient accuracy in the immediate
vicinity of the tricritical point. In consequence, it remains
an open question whether the observed intervening dimerized
DW will survive the limit of infinite bond dimensions in the
infinite density-matrix renormalization group simulation, or
the tricritical point will be simply shifted to somewhat greater
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FIG. 5. (a) Ground-state phase diagram of the dimerized EBHM
with ρ = 1/2 and nb = 2. Data obtained by iDMRG. The dotted lines
denote the QPT point with same value of δ in the spin-1/2 chain
(A1). (b) Central charge c∗(L) as a function of V/t at fixed U/t =
6, calculated [along the dashed line in panel (a)] by finite-system
DMRG with PBC.

values of the Coulomb interactions. In order to clarify this
issue, an elaborate bosonization-based field theory would be
very helpful. Recently, a field theory analysis was carried out
in the dimerized spin-1 XXZ chain [32], where the re-entrance
behavior of the dimerized Néel phase might also occur.

Equally interesting would be an experimental realization
of the dimerized extended Bose-Hubbard model by ultracold
atomic gases in optical lattices in order to prove or disprove
our theoretical predictions regarding the criticality and non-
trivial topological properties.
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APPENDIX: CASE ρ = 1/2

At vanishing dimerization and a boson filling factor ρ =
1/2, a Kosterlitz-Thouless transition occurs between the SF
and DW phases, in close analogy to the metal-insulator tran-
sition of the fermionic extended Hubbard model at quarter
filling [34,35]. At finite bond dimerization δ one expects
that the SF phase gives way to an SPT D-MI phase [36].
Then a continuous Ising phase transition might occur between
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FIG. 6. Entanglement spectrum (a), single-particle gap (b), and
neutral gap (c) in the dimerized EBHM with δ = 0.5 and nb = 2 at
U/t = 6. The dashed line marks the Ising QPT point at Vc/t � 6.351.
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the SPT D-MI and the D-DW (just as in the charge sector
of the quarter-filled extended Hubbard model with explicit
dimerization [37,38]). It is well known that the model (1) with
ρ = 1/2 can be mapped onto the spin-1/2 dimerized XXZ
model if we take the limit U 	 t , V and consider only the
two lowest Fock states per site |0〉 and |1〉. In this case, one
may replace b̂†

j , b̂ j , and n̂ j by spin-1/2 operators Ŝ+
j , Ŝ−

j ,

and Ŝz
j + 1/2, respectively [39], so that the Hamiltonian (1)

becomes

Ĥ = − t
∑

j

[1 + δ(−1) j](Ŝ+
j Ŝ−

j+1 + Ŝ−
j Ŝ+

j+1)

+ V
∑

j

Ŝz
j Ŝ

z
j+1. (A1)

By taking this limit and δ → ±1, the ground state in the D-MI
phase can be adiabatically connected to a fully dimerized state
with “singlets” at every second bond, which implies that the
D-MI is an SPT phase protected by inversion symmetry about
the strong bonds. This is in contrast to the D-HI for ρ = 1,
which is protected by inversion about both strong and weak
bonds, and the D-MI for ρ = 1, which is a topologically trivial
phase.

Figure 5(a) displays the ground-state phase diagram for
a maximum number of bosons per site nb = 2 and different
bond dimerizations δ = 0.25, 0.50, and 0.75. Only D-MI and
D-DW phases appear. The phase boundaries for different δ

approximately coincide for strong nearest-neighbor interac-
tions V/t > 8. In the limit V → ∞, the ground state in the
D-DW phase becomes a product state with alternating empty
and single-occupied sites. The lowest-lying excited state then
consists of a single double-occupied site with energy U and
two domain walls with energies −2(t + δ) and −2(t − δ).
Accordingly, the D-DW state should break down at U/t =
4 for all dimerizations. For smaller U/t , phase separation
should occur since the D-MI phase is prohibited by the
strong nearest-neighbor repulsion. The critical value U/t =
4 roughly agrees with our numerical results for V/t � 10.
However, in the parameter region studied, the D-DW borders
only on the D-MI and no phase separation is observed.

The universality class of the QPT between the D-MI and
the D-DW is deduced from the central charge c∗(L) [Eq. (4)]
by DMRG with PBC. The observed value c∗ � 0.5 indicates
that the transition belongs to the Ising universality class in two
dimensions.

Other static properties of the dimerized EBHM are given
by Fig. 6 for a bond dimerization δ = 0.5 and U/t = 6. Since
the D-MI with doubled unit cell is a nontrivial SPT phase,
the D-MI entanglement spectrum exhibits the characteristic
degeneracy, which is lifted in the D-DW phase. Figure 6(b)
gives the single-particle gap for the same parameter set, which
has a minimum at the Ising transition point. As in the case of
ρ = 1, the neutral gap �n closes linearly at the Ising transition
point [see Fig. 6(c)], yielding the critical exponent ν = 1 of
the Ising universality class.
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Ising tricriticality in the extended Hubbard model with bond dimerization
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We explore the quantum phase transition between Peierls and charge-density-wave insulating states in the
one-dimensional, half-filled, extended Hubbard model with explicit bond dimerization. We show that the critical
line of the continuous Ising transition terminates at a tricritical point, belonging to the universality class of the
tricritical Ising model with central charge c = 7/10. Above this point, the quantum phase transition becomes
first order. Employing a numerical matrix-product-state based (infinite) density-matrix renormalization group
method we determine the ground-state phase diagram, the spin and two-particle charge excitations gaps, and the
entanglement properties of the model with high precision. Performing a bosonization analysis we can derive a
field description of the transition region in terms of a triple sine-Gordon model. This allows us to derive field
theory predictions for the power-law (exponential) decay of the density-density (spin-spin) and bond-order-wave
correlation functions, which are found to be in excellent agreement with our numerical results.

DOI: 10.1103/PhysRevB.93.235118

I. INTRODUCTION

Ising tricriticality emerges at the end point of a continuous
line of Ising quantum phase transitions, above which a first-
order transition occurs. In 1+1 dimensions, it is described
by a conformal field theory (CFT) and more precisely the
second minimal model of central charge c = 7/10 [1,2].
Interestingly, the tricritical Ising model (TIM) exhibits space-
time supersymmetry. Until recently, there were only a few
known condensed matter realizations of the TIM such as the
Blume-Capel model [3–5] or the so-called golden chain with
Fibonacci anions [6]. In the last couple of years, other realiza-
tions were found in lattice models with interacting Majorana
fermions [7,8], and in an extended Hubbard model (EHM) with
on-site (U ) and nearest-neighbor (V ) Coulomb interactions, in
a case where an (somewhat artificial) alternating ferromagnetic
spin interaction (J ) was added [9]. In this model, the U

and V terms induce respectively fluctuating spin-density-wave
(SDW) and charge-density-wave (CDW) order. The J term
promotes the formation of spin-1 moments (out of two spins on
neighboring sites) and the build-up of a symmetry-protected
topological (SPT) state [10], in close analogy to the spin-1
XXZ chain. As a result, the SDW gives way to a Haldane
insulator (HI), and a quantum phase transition takes place
between the HI and the CDW when V increases. If this
HI-CDW Ising transition line meets a first-order transition
line, a tricritical Ising point appears.

Another, perhaps more realistic, model system, attracting
a lot of attention, is the half-filled EHM with explicit bond
dimerization [11,12]. Here the formation of an SPT phase
might be triggered by the Peierls instability. Indeed, the
ground-state phase diagram, obtained within a (perturbative)
weak-coupling approach [11], contains besides the CDW a
bond-dimerized phase. In order to distinguish this phase from
the bond-order-wave (BOW) phase in the EHM [13,14], which
arises as a result of spontaneous symmetry breaking, we will
call it a Peierls insulator (PI) in the following. The quantum
phase transition line between the insulating CDW and PI
phases belongs to the universality class of the two-dimensional

Ising model [11,12], and has been argued to terminate in
a tricritical point, where the phase transition changes from
continuous to first order. The existence and universality class
of the tricritical point is an open question however. To address
this issue, not only a numerical study should be possible (e.g.,
along the lines of Ref. [9]), but also a field theoretical analysis,
based on the results of Ref. [12].

The aim of the present work is to establish the tricritical
Ising universality class at the tricritical point on the PI-CDW
transition line of the half-filled EHM with staggered bond
dimerization, using both a matrix-product-state (MPS) based
numerical density-matrix renormalization group (DMRG)
technique [15] and a bosonization approach [16,17] combined
with a field theoretical analysis.

The outline of this paper is as follows. In Sec. II,
we introduce and motivate the model Hamiltonian under
investigation. Section III presents our DMRG results, in
particular the ground-state phase diagram, the excitation gaps,
and the entanglement entropy. Section IV describes the field
theoretical approach and makes predictions for the quantum
critical line, as well as for the density-density, spin-spin, and
bond-order-wave correlations (see also Appendix), which can
be used to analyze our numerical data. We conclude in Sec. V.

II. MODEL

The Hamiltonian of the EHM is defined as

ĤEHM = −t
∑
jσ

(ĉ†
jσ ĉj+1σ + H.c.)

+U
∑

j

(
n̂j↑ − 1

2

)(
n̂j↓ − 1

2

)

+V
∑

j

(n̂j − 1)(n̂j+1 − 1), (1)

where ĉ
†
jσ (ĉjσ ) creates (annihilates) an electron with spin

σ = ↑,↓ in a Wannier orbital centered around site j ,
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n̂jσ = ĉ
†
jσ ĉjσ , and n̂j = n̂j↑ + n̂j↓. For V = 0, the ground

state has fluctuating SDW order (there is no long-range
order, but the dominant correlations are of SDW type)
with gapless spin and gapped charge excitations ∀U > 0
[17]. In the regime V/U � 1/2, the ground state remains
a SDW, but acquires 2kF − CDW order when V/U � 1/2.
The SDW and CDW phases are separated by a narrow BOW
phase below the critical end point [18–22]. The BOW phase
exhibits spontaneous breaking of translational symmetry and is
characterized by a staggered modulation of the kinetic energy
density. Adding a staggered ferromagnetic spin interaction,
ĤJ = J

∑L/2
j=1 Ŝ2j−1 Ŝ2j with Ŝj = (1/2)

∑
σσ ′ ĉ

†
jσ σ σσ ′ ĉjσ ′ ,

to the 1D EHM, the alternating spin exchange tends to form
spin-1 moments with the result that the SPT HI [10] replaces
the Mott insulating and BOW states of the EHM at small V/U

[9].
In the following, we ask whether a similar scenario holds

for the half-filled EHM with staggered bond dimerization:

Ĥ = ĤEHM + Ĥδ, (2)

Ĥδ = −t
∑
jσ

δ(−1)j (ĉ†
jσ ĉj+1σ + H.c.). (3)

It was previously shown that in the large-U limit the low-
lying excitations of (2) are chargeless spin triplet and spin
singlet excitations [16,23–28], whose dynamics is described
by a spin-Peierls Hamiltonian.

For finite U , the Tomonaga-Luttinger liquid parameters
have been determined at and near commensurate band fill-
ings [29], by means of DMRG calculations. In the weak
electron-electron interaction regime, perturbative [30,31] and
renormalization group [11,32,33] approaches determined that
the system realizes PI and CDW phases at half-filling.
Exploiting DMRG and field theory, it was shown that the
transition between these two phases belongs to the universality
class of the two-dimensional Ising model [11,12].

III. DMRG TREATMENT

In this section, we examine the ground-state properties of
the 1D lattice Hamiltonian (2) with a high accuracy by means
of the MPS-based infinite DMRG (iDMRG) technique [34,35].
The method works directly in the thermodynamic limit. The PI
and CDW boundaries are characterized by various excitation
gaps obtained by DMRG combined with the infinite MPS
representation on the boundaries, see previous work by some
of the authors [9]. When tracing the central charge along the
PI-CDW transition line, we use DMRG for finite systems with
periodic boundary conditions (PBC).

A. Phase diagram

According to weak-coupling renormalization-group re-
sults [11], a bond alternation δ changes the universality class
of the BOW-CDW transition in the EHM from Gaussian- to
Ising-type. The Ising criticality has been confirmed by DMRG
computations [12].

Figure 1 presents the complete ground-state phase diagram
of the EHM with bond dimerization, as obtained by the
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0
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8
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V
/t

continuous
first-order

CDW

BOW (δ = 0)

SDW (δ = 0) PI (δ/t = 0.2)
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�
tricritical point (δ = 0)

�

critical end
point (δ = 0)

tricritical Ising
point (c = 7/10)

Ising (c = 1/2)

0 2 4 6
0

2

4 δ/t = 0.2

δ/t = 0.1 �

FIG. 1. iDMRG ground-state phase diagram of the 1D EHM with
bond dimerization (2). The red solid line gives the PI-CDW phase
boundaries for δ/t = 0.2. The quantum phase transition is continuous
(first order) below (above) the tricritical Ising point [Ut,Vt] marked by
the asterisk. For comparison results for the BOW-CDW (blue dashed
line), SDW-BOW (green dotted line), and SDW-CDW (green dashed-
dotted line) transitions of the pure EHM (δ = 0) were included [22].
(Inset) PI-CDW transition for δ/t = 0.1 and 0.2 in the weak-coupling
regime. As expected, decreasing δ/t , the transition lines come closer
to BOW-CDW transition line of the pure EHM.

iDMRG technique. The phase boundaries for the pure EHM
are also included (blue and green lines). The dimerized PI
phase replaces entirely the SDW and BOW states of the
EHM. The PI state has the lowest energy also in the weak-
coupling regime, and even at U/t = 0. This finding confirms
previous weak-coupling renormalization group results [11].
In the intermediate-to-strong coupling regime, the PI-CDW
transition line converges to those of the BOW/SDW-CDW
transition for the pure EHM. The transition is continuous
up to the tricritical Ising point [Ut,Vt](δ), which converges
naturally to the tricritical point of the EHM when δ → 0.
Above [Ut,Vt], the PI-CDW transition becomes first order. At
very large U/t , the phase boundaries of the PI/SDW-CDW
transitions are almost indistinguishable.

We now characterize the different ground states of the
model (2) in some more detail. Since the dimerized PI
state can be considered as an SPT state, the entanglement
spectrum plays an important role in our analysis. The so-
called entanglement spectrum εα can be extracted from the
singular value decomposition [9]. Dividing our system into
two subblocks, H = HL ⊗ HR, and considering the reduced
density matrix ρL = TrR[ρ], the entanglement spectra are
given by the singular values λα of ρL as εα = −2 ln λα .
Moreover, the correlation length ξχ can be determined from
the second largest eigenvalue of the transfer matrix for some
bond dimension χ used in the iDMRG simulation [34,35].
While the physical correlation length diverges at the critical
point, ξχ stays finite, as a consequence of working with a finite
bond dimension χ . Because of ξχ ’s rapid increase with χ near
the critical point, ξχ can be used nevertheless to determine the
phase transition. We performed iDMRG simulations with χ
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FIG. 2. Correlation length ξχ (top) and entanglement spectrum εα

(bottom) as a function of V/t for U/t = 4 (left) and U/t = 12 (right),
where δ/t = 0.2. Data are obtained by iDMRG. Dashed lines give
the BOW-CDW (SDW-CDW) transition for U/t = 4 (U/t = 12) in
the EHM [22].

up to 400, so that the effective correlation length at criticality
is less or at most equal 300.

Figure 2 gives ξχ and εα as functions of V/t for fixed
δ/t = 0.2, at two characteristic U/t values. In the weak-to-
intermediate coupling regime, U/t = 4, we find a distinct peak
in the correlation length at Vc/t � 2.504, which increases
rapidly as χ grows from 100 to 200, indicating the divergence
of the correlation length ξχ → ∞ as χ → ∞, i.e., a quantum
phase transition (of Ising type, as will be shown in Sec. III C).
In contrast, at strong coupling U/t = 12, the peak height
stays almost constant at Vc/t � 6.194 when χ is enhanced.
Decreasing the magnitude of δ/t , the transition points will
approach those of the pure EHM, e.g., for δ/t = 0.1 and
U/t = 4 we find Vc/t � 2.372, with a simultaneous reduction
of the ξχ ’s peak heights. Most notably, the entanglement
spectra of the dimerized SPT phase exhibits a distinguishing
double degeneracy in the lowest entanglement level [10]; for
V > Vc, in the CDW phase, this level is nondegenerate.

B. Excitation gaps

Let us now analyze the behavior of the various excitation
gaps. Following previous treatment of the SPT phase [9,36],
we define the spin-, two-particle charge-, and neutral gaps as


s = E0(N,1) − E0(N,0), (4)


c = 1
2 [E0(N + 2,0) + E0(N − 2,0) − 2E0(N,0)], (5)

and


n = E1(N,0) − E0(N,0), (6)

respectively. Here, E0(Ne,S
z
tot) denotes the ground-state en-

ergy of the finite system with L sites, given the number of
electrons Ne and the z component of total spin Sz

tot. E1(Ne,S
z
tot)

is the corresponding energy of the first excited state.
In the pure EHM (δ = 0), at small-to-intermediate U/t and

V/t , both 
c and 
n vanish at the BOW-CDW transition,

2.4 2.5 2.6
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Δ
/t
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FIG. 3. Charge (
c), spin (
s), and neutral (
n) gaps in depen-
dence on V/t for (a) U/t = 4 and (b) U/t = 12. Again, δ/t = 0.2.
The dimerized PI (CDW) phase is marked in gray (white). Note the
jump of the spin gap, δs ≡ 
s(V +

c ) − 
s(V −
c ), at Vc/t .

whereas 
s stays finite. Turning on the dimerization δ, also
the charge gap becomes finite, while the neutral gap still closes
linearly, reflecting the fact that the transition point belongs to
the Ising universality class, see Fig. 3(a) for U/t = 4, where
Vc/t � 2.503.

By contrast, in the strong-coupling regime, the neutral
gap stays finite passing the transition point, see Fig. 3(b) for
U/t = 12. Most strikingly, the spin gap exhibits a jump at the
transition point (Vc/t � 6.192), which indicates a first-order
transition.

C. Entanglement entropy

We finally determine the universality class of the PI-
CDW quantum phase transition. When the system becomes
critical, the central charge c can easily be deduced from
the entanglement entropy [36,37]. CFT tells us that the von
Neumann entropy for a system with PBC is [38]

SL(�) = c

3
ln

[
L

π
sin

(
π�

L

)]
+ s1, (7)

where s1 is a nonuniversal constant. In the face of the doubled
unit cell of the SPT phase the related formula for the central
charge should be modified as [39]

c∗(L) ≡ 3[SL(L/2 − 2) − SL(L/2)]

ln{cos[π/(L/2)]} . (8)
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FIG. 4. Central charge c∗(L) along the PI-CDW transition line
for δ/t = 0.2. DMRG data (obtained with PBC) indicate the Ising
universality class (c = 1/2) for U < Ut and, most notably, a tricritical
Ising point with c = 7/10 at Ut (red dotted line). (Inset) Jump-value
of the spin gap for U � Ut. The infinite MPS data point to a first-order
transition.

Figure 4 displays c∗(L) along the PI-CDW transition line,
varying U and V simultaneously at fixed dimerization strength
δ/t = 0.2. With increasing U , we find clear evidence for a
crossover from c∗(L) � 1/2 to c∗(L) � 7/10, which signals
Ising tricriticality.

Alternatively, the tricritical Ising point can be estimated
from the magnitude of the jump of the spin gap, δs, see inset
of Fig. 3 for U/t = 12. δs should be finite for U > Ut, and is
expected to vanish at the tricritical Ising point, where U = Ut.
This is confirmed by the inset of Fig. 4. Obviously, δs closes at
Ut/t � 10.6, in accord with the critical value estimated from
the numerically obtained central charge c∗(L) in the main
panel.

IV. FIELD THEORY ANALYSIS

The weak-coupling regime U , V � t of the model (2)
can be analyzed by field theory methods [11,12]. A standard
bosonization analysis [16,17] leads to the following form of
the low-energy Hamiltonian:

H =
∑
α=c,s

vα

16π
[(∂x�α)2 + (∂x�α)2] + Hint,

Hint = −λc cos(βc�c)

+λs

{
cos (�s) + a2

0

16
[(∂x�s)

2 − (∂x�s)
2]

}

+λδ cos

(
�s

2

)
cos

(
βc

2
�c

)

+λ′
δ cos

(
�s

2

)
cos

(
3βc

2
�c

)
+ · · · . (9)

Here, a0 is the lattice spacing, �s,c are canonical Bose fields
associated with the collective spin and charge degrees of
freedom, and �s,c the associated dual fields fulfilling

[�α(x),�α′ (x ′)] = 4πiδα,α′sgn(x − x ′). (10)

The parameters βc, λc,s, λδ , λ′
δ , vc,s can be determined at weak

coupling U,V,δ � t . Compared to Ref. [12], we have retained
one higher harmonic in the interaction potential between spin
and charge degrees of freedom. The reason for this will become
clear later on.

A. Quantum critical line

It was shown in Refs. [11] and [12] that for appropriate
choices of the parameters U , V , and δ the spin sector is gapped,
while the charge sector undergoes a quantum phase transition.
In the vicinity of this critical line, we have

cos

(
�s

2

)
= 0. (11)

Integrating out the massive spin degrees of freedom then leads
to an effective low-energy description of the charge sector by
a triple sine-Gordon model

Heff
c = v

16π
[(∂x�c)2 + (∂x�c)2] + gδ cos

(
βc

2
�c

)

+ gc cos (βc�c) + g′
δ cos

(
3βc

2
�c

)
+ · · · . (12)

If we neglect the last term, we arrive at the two-frequency sine-
Gordon model discussed in Ref. [12]. It exhibits a quantum
phase transition in the Ising universality class [40]. In the
classical limit βc → 0, this corresponds to values of gc and gδ

such that the quadratic terms in the expansion of the cosines
precisely cancel. The reason for retaining the last term in (12)
is now clear: by fine-tuning the parameters gc, gδ , g′

δ in the
classical limit, we can set the coefficient of the quartic term
in the expansion of the interaction potential to zero as well,
which corresponds to a phase transition in the tricritical Ising
universality class. This scenario is known to persist in the full
quantum theory [41].

It is important to note that while the field theories (9)
and (12) are initially derived in the limit U,V,δ � t , they have
a wider regime of applicability, provided that their parameters
are adjusted appropriately. In the following, we will assume
that the description (12) applies along the line of quantum
phase transitions even at large values of U/t and V/t . This will
allow us to make predictions for the large distance behavior
of various correlation functions, which then can be tested by
numerical computations for the lattice model.

B. Density correlations

In the field theory limit, the bosonized form of the electron
density is

nj → ρ0(x) + (−1)j ρπ (x), x = ja0, (13)

where

ρ0(x) = const − βc

2π
∂x�c + Â0∂x�c cos

(
�s

2

)
+ · · · ,

ρπ (x) = Âπ sin

(
βc

2
�c

)
cos

(
�s

2

)
+ · · · . (14)

Here we have absorbed Klein factors into the nonuniversal
amplitudes Â0,π . Importantly, at half-filling, the smooth
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component ρ0(x) does not contain a 4kF umklapp contribu-
tion [42]. As this is quite important, it is worthwhile to review
the derivation of this fact. We note that the Hamiltonian (2) is
invariant under the particle-hole transformation

Ĉĉj,σ Ĉ† = (−1)j ĉj,−σ . (15)

The electron density operator is odd under (15)

Ĉ(n̂j − 1)Ĉ† = 1 − n̂j . (16)

In the field theory, Eq. (15) is implemented as follows:

ĈϕcĈ
† = −ϕc, Ĉϕ̄cĈ

† = −ϕ̄c,

ĈϕsĈ
† = ϕs, Ĉϕ̄sĈ

† = ϕ̄s,

Ĉησ Ĉ† = η−σ , Ĉη̄σ Ĉ† = η̄−σ . (17)

Here η↑, η↓, η̄↓, and η̄↑ are Klein factors, cf. Ref. [43]. At
general band filling, the 4kF term in the charge density takes
the form

ρ4kF (x) = A4kFη↑η̄↑η↓η̄↓ cos(βc�c − 4kFx) + · · · . (18)

Equation (17) implies that at half-filling (4kFx = 0 mod 2π ),
we have

Cρ4kF (x)C† = ρ4kF (x), (19)

which can be reconciled with Eq. (16) only by taking A4kF = 0.
In the vicinity of the quantum critical line, we can again

integrate out the gapped spin degrees of freedom and arrive at

ρ0(x) = const + B0∂x�c + · · · ,

ρπ (x) = Bπ sin

(
βc

2
�c

)
+ · · · . (20)

Finally, we need to relate our charge boson to the primary fields
in the tricritical Ising model. This can be done by referring to
the Landau-Ginzburg description of the transition, see, e.g.,
Ref. [44]. Expanding our low-energy effective theory (12) for
βc � 1, we obtain the Landau-Ginzburg model

L ∼ v

16π
�c

(
∂2
x − ∂2

t

v2

)
�c − λ2�

2
c − λ4�

4
c − λ6�

6
c + · · · .

(21)

In this limit, we can then use Ref. [44] to relate local operators
in our theory to primary fields in the TIM. In particular, one
has

�c(x) ↔ σ (x),

: �2
c(x) : ↔ ε(x),

(22)
: �3

c(x) : ↔ σ ′(x),

: �4
c(x) : ↔ ε′(x),

where σ , ε, σ ′, and ε′ are respectively the magnetization field,
energy density, submagnetization, and vacancy density in the
TIM. Proceeding in the same way for the components of the
charge density (20) then suggests the following identifications:

ρπ (x) ∼ Aσ (x) + · · · ,

ρ0(x) ∼ const + Ba0∂xσ (x) + · · · . (23)
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FIG. 5. Density-density correlation functions at the tricritical
Ising point for δ/t = 0.2. Data obtained by iDMRG with χ = 1600.
The correlation functions (symbols) show a power-law decay, in
accordance with the field theory predictions, Eqs. (26) and (27).

Using the known results for correlation functions in the TIM,
we then arrive at the following prediction for the density-
density correlator at the Ising tricritical point:

〈(n̂j+� − 1)(n̂j − 1)〉 ∼ (−1)�
A2

�3/20
+ · · · , � � 1. (24)

We may isolate the subleading behavior by considering smooth
and staggered combinations of the density on the lattice:

n̂st
j = (−1)j (n̂j − n̂j+1) ∼ 2Aσ (x) + · · · ,

n̂sm
j = n̂j + n̂j+1

2
− 1 ∼ (B − (−1)jA)a0∂xσ + · · · . (25)

The TIM predictions for two point functions of these operators
are

〈
n̂st

j+�n̂
st
j

〉 ∼ 4A2�−3/20 + · · · ,〈
n̂sm

j+�n̂
sm
j

〉 ∼ Cj,��
−43/20 + · · · , (26)

Cj,� = − 69

400

{
B2 − A2/4 � odd
[B − (−1)jA/2]2 � even.

(27)

The predictions (26) and (27) can now be compared with
iDMRG simulations of the 1D lattice model (2). Figure 5
shows the iDMRG results for two point functions of the
(a) staggered and (b) smooth combinations of the particle
density at the TIM critical point of the lattice model. The
results for 〈n̂st

j+�n̂
st
j 〉 are seen to be in excellent agreement with

the leading �−3/20 dependence at long distances predicted by
Eq. (26) for both j = 1 and 2. To test the second prediction in
Eq. (27), we consider separately the cases of even and odd �

for j = 1 and j = 2, and plot the absolute value of 〈n̂sm
�+1n̂

sm
1 〉
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in Fig. 5(b). Again the numerical data are seen to be in
excellent agreement with the predicted �−43/20 dependence at
large separations. The prefactors for the power laws extracted
from our iDMRG data are in very good agreement with the
prediction of Eq. (27) as well.

C. BOW correlations

The BOW order parameter is given by m̂BOW =
(1/L)

∑
j m̂j with

m̂j = (−1)j
∑

σ

[ĉ†
jσ ĉj+1σ + H.c.]. (28)

The BOW order parameter is always nonzero in the vicinity of
the transition

〈m̂BOW〉 = 0. (29)

The bosonized expression for m̂BOW is

m̂j ∼ (−1)j const + Ĉπ cos

(
βc

2
�c

)
cos

(
�s

2

)

+ (−1)j Ĉ0 cos(βc�c) + · · · . (30)

We now proceed in the same way as for the charge density.
We integrate out the gapped spin degrees of freedom, then
expand for small βc, and finally use the Landau-Ginzburg
description to identify which operators in the TIM dominate
the long-distance behavior of the BOW correlations. The
main difference compared to the charge density is that the
BOW order parameter is even under charge conjugation, and
concomitantly we find

m̂j ∼ 〈m̂BOW〉 + D0ε(x) + (−1)j [D1 + D2ε(x)] + · · · .

(31)

We again form smooth and staggered combinations,

m̂st
j = (−1)j (m̂j − m̂j+1) ∼ 2[D1 + D2ε(x)] + · · · ,

m̂sm
j = m̂j + m̂j+1

2
∼ 〈m̂BOW〉 + D0ε(x) + · · · . (32)

The TIM predictions for BOW correlations are then

〈
m̂st

j+�m̂
st
j

〉 ∼ 4
[
D2

1 + D2
2�

−2/5
] + · · · , (33)

〈
m̂sm

j+�m̂
sm
j

〉 ∼ 〈m̂BOW〉2 + D2
0�

−2/5 + · · · . (34)

These predictions can be compared to iDMRG computa-
tions in Fig. 6. In order to remove the constant terms in
Eqs. (33) and (34), we first fit the numerical results to the
functional form y = A + Bx−2/5. This allows us to extract the
constants as shown in the upper panels in Fig. 6. Subtracting
the estimated constants from original data, both staggered and
smooth correlation functions are seen to decay in a power-law
fashion compatible with the TIM prediction.

D. Spin correlations

As the spin sector is gapped, we expect an exponential
decay for the spin two-point function〈

Ŝz
j+�Ŝ

z
j

〉 ∼ E0e
−�/ξ1 + E1(−1)�e−�/ξ2 . (35)

2.65

2.7

2.75

〈m
st j+

�
m

st j
〉

0.2

0.22

0.24

〈m
sm j+

�
m

sm j
〉

100 101 102

10−2

10−1

�
〈m

st j+
�
m

st j
〉−

A
100 101 102

10−2

10−1

�

〈m
sm j+

�
m

sm j
〉−

A
′

FIG. 6. BOW correlation functions at the tricritical Ising point
for δ/t = 0.2 computed by iDMRG with χ = 1600. (Top) The
asymptotic values for the two-point functions of staggered and smooth
combinations of the BOW density are estimated by fitting to Eqs. (33)
and (34). (Bottom) log-log plots of the same correlation functions with
the asymptotic values subtracted show power-law decay compatible
with Ising tricriticality.

Here we have used that the low energy degrees of freedom
in the spin sector occur at wave numbers zero and π .
This behavior is again in good agreement with iDMRG
computations as shown in Fig. 7. The correlation lengths
extracted by fitting the iDMRG results to Eq. (35) are found to
be in reasonable agreement with the corresponding eigenvalue
of the transfer matrix ξ1 � 1.225.

To summarize this section, we have seen that field theory
predictions obtained by means of a triple sine-Gordon model
description of the tricritical Ising transition are in excellent
agreement with iDMRG computations for the lattice model.
This firmly establishes that the critical endpoint is in the
universality class of the TIM. We note that an analogous field

0 10 20 30

10−4

10−8

10−12

�

|〈S
z j+

�S
z j
〉|

y = Ae−�/B + Ce−�/D

Ut/t � 10.56, Vt/t � 5.497
(tricritical Ising)

A � 0.0137

B � 1.222

C � 0.00660

D � 1.221

FIG. 7. Spin correlation function (symbols) at the tricritical Ising
point for δ/t = 0.2 using the iDMRG with χ = 1600, showing
exponential decay. The line is a fit to Eq. (35).
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theory description applies along the entire Ising critical line.
Here, field theory predictions are again in excellent agreement
with iDMRG computations as shown in Appendix.

V. CONCLUSIONS

We have revisited ground-state properties of the one-
dimensional half-filled extended Hubbard model with stag-
gered bond dimerization. We have employed a combination of
numerical and analytical techniques to map out the ground-
state phase diagram in detail, and identify all quantum critical
regions. At fixed dimerization δ, there are two distinct phases.
A CDW phase at large V � U is separated from a PI phase
at U � V by an Ising critical line, that terminates in a critical
point which we have shown to be in the universality class of
the tricritical Ising model. Our identification was based on
a detailed analysis of both entanglement entropy scaling and
critical exponents describing the power-law decay of several
two-point correlation functions.

Correlation functions of local operators in the EHM with
bond dimerization access only the bosonic sector of the
TIM CFT. This precludes us from directly investigating the
emergence of supersymmetry at low energies/long distances.
To “see” the fermionic sector one presumably would have to
consider correlation functions of suitably constructed nonlocal
operators. It would be interesting to investigate this possibility
further. Another issue worth pursuing is to investigate the
scaling regime around the TIM critical point in the framework
of the EHM with bond dimerization. It would be interesting
to investigate whether it is possible to make contact with the
field theory predictions of Ref. [45].
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APPENDIX: CORRELATION FUNCTIONS ON THE
ISING CRITICAL LINE

The tricritical Ising model describes the end point of a
critical line of Ising transitions, cf. Fig. 1. The Ising critical line
was previously investigated by DMRG methods in Ref. [12]
and the critical exponents were extracted by considering the
scaling of the order parameter and spectral gap in the vicinity of
the transition. In this Appendix, we complement these results
by examining the power law behavior of correlations functions
at the transition, i.e., the same diagnostics we used in the main
text to identify the TIM critical point.

The identification of operators is analogous to the TIM
case. The projections of the particle density and BOW order
parameter onto local fields in the Ising CFT are again of the
form (23) and (32), but σ (x) and ε(x) are now the spin field and
energy density of the Ising CFT. This leads to the following
prediction for the large distance asymptotics of the density-
density correlator

〈(n̂j+� − 1)(n̂j − 1)〉 ∼ (−1)�Ã�−1/4 + · · · . (A1)

10−1

100

〈n
st j+

�
n

st j
〉

j = 1
j = 2

(a) U/t = 4, Vc/t � 2.503 (Ising)

y = a x−1/4

a � 1.535 (j = 1 and 2)

100 101 102

10−8

10−6

10−4

10−2

100

�

∣ ∣ ∣ 〈n
sm j+

�
n

sm j
〉∣ ∣ ∣

� even (j = 1)
� odd (j = 1)
� even (j = 2)
� odd (j = 2)

(b)

y = b x−9/4

b � 0.150 (j = 1 for � even)

b � 0.0141 (j = 1 and 2 for � odd)

b � 0.00131 (j = 2 for � even)

FIG. 8. Density-density correlation functions at the Ising tran-
sition point (Vc � 2.503) for U/t = 4 and δ/t = 0.2, using the
iDMRG with χ = 1600. (a) The correlator of the staggered com-
bination is in excellent agreement with Eq. (A2) with 4Ã2 ≈ 1.535.
(b) Correlations of the smooth combination nsm

j are plotted separately
for odd and even � with j = 1 and 2. The data are in excellent
agreement with the prediction Eq. (A3).

Considering smooth and staggered combinations defined
in (25) separately, we obtain

〈
n̂st

j+�n̂
st
j

〉 ∼ 4Ã2�−1/4 + · · · ,〈
n̂sm

j+�n̂
sm
j

〉 ∼ C̃j,��
−9/4 + · · · , (A2)

C̃j,� = − 5

16

{
B̃2 − Ã2/4 � odd

[B − (−1)j Ã/2]2 � even.
(A3)

101 10210−6
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FIG. 9. BOW correlations at the Ising transition point for U/t =
4 and δ/t = 0.2. The correlators exhibit a power-law decay consistent
with the field theory predictions, Eq. (A4).

235118-7

Article III

61



EJIMA, ESSLER, LANGE, AND FEHSKE PHYSICAL REVIEW B 93, 235118 (2016)

These predictions are in excellent agreement with iDMRG
computations for the lattice model on the Ising critical line as
is shown in Fig. 8.

The field theory predictions for staggered and smooth
combinations of the BOW order parameter on the Ising
transition line are

〈
m̂st

j+�m̂
st
j

〉 ∼ (−1)�
[
C̃2

4 + C̃5�
−2

] + · · · ,〈
m̂sm

j+�m̂
sm
j

〉 ∼ 〈m̂BOW〉2 + C̃6�
−2 + · · · . (A4)

We can remove the constant contributions by considering
connected correlators, which in turn exhibit power-law decay
to zero at large distances. The iDMRG results shown in Fig. 9

agree perfectly with the predicted �−2 power-law decay. As
a consistency check we have extracted the value of 〈m̂BOW〉
by fitting the long-distance behavior of two-point function
of m̂sm

j to the form (A4). We find it to be in excellent
agreement with the value obtained by computing the one-point
function.

We note that the agreement between our numerical data
and field theory predictions is much better along the Ising
transition line that at the TIM critical point. There are two
reasons for this. First, at fixed U/t , the Ising transition point
(Vc/t) can be determined more accurately than the location of
the TIM transition, where two parameters (U and V ) have to be
fine-tuned simultaneously. Second, the corrections to scaling
are different in both cases.
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A B S T R A C T

Exploiting the matrix-product-state based density-matrix renormalization group (DMRG) technique we study
the one-dimensional extended (U-V) Hubbard model with explicit bond dimerization in the half-filled band
sector. In particular we investigate the nature of the quantum phase transition, taking place with growing ratio
V U/ between the symmetry-protected-topological and charge-density-wave insulating states. The (weak-
coupling) critical line of continuous Ising transitions with central charge c = 1/2 terminates at a tricritical
point belonging to the universality class of the dilute Ising model with c = 7/10. We demonstrate that our DMRG
data perfectly match with (tricritical) Ising exponents, e.g., for the order parameter β = 1/8 (1/24) and
correlation length ν = 1 (5/9). Beyond the tricritical Ising point, in the strong-coupling regime, the quantum
phase transition becomes first order.

1. Introduction

Half a century has passed since it was proposed, yet the Hubbard
model [1] is still a key Hamiltonian for the investigation of strongly
correlated electron systems. Originally designed to describe the ferro-
magnetism of transition metals, in successive studies the Hubbard
model has also been used for heavy fermions and high-temperature
superconductors. The physics of the model is governed by the
competition between the itinerancy of the charge carriers and their
local Coulomb interaction. In one dimension (1D), seen from a
theoretical point of view, the Hubbard model is a good starting point
to explore, for example, Tomonaga-Luttinger liquid behavior (includ-
ing spin-charge separation).

While the 1D Hubbard model is exactly solvable by Bethe Ansatz
[2], most of its extensions are no longer integrable. This is even true if
only the Coulomb interaction between electrons on nearest-neighbor
lattice sites is added. The ground-state phase diagram of this so-called
extended Hubbard model (EHM) is still a hotly debated issue. At half
filling, this relates in particular to the recently discovered bond-order-
wave (BOW) state located in between spin-density-wave (SDW) and
charge-density-wave (CDW) phases [3,4]. To characterize the BOW
state and determine its phase boundaries considerable efforts were
undertaken in the last few years, using both analytical [5,6] and
numerical [7–9] methods.

At present, quantum phase transitions between topologically trivial
and nontrivial states arouse great interest [10–12]. In this context,

extensions of the half-filled EHM also attracted attention, mainly with
regard to the formation of symmetry-protected-topological (SPT) states
[11]. Including an alternating ferromagnetic spin interaction [13] or an
explicit dimerization [14] in the EHM, the SDW and BOW phases are
completely replaced by an SPT insulator, whereby a quantum phase
transition occurs between the SPT and the CDW, the area of which
shrinks. Most interestingly, the SPT-CDW continuous Ising transition
with central charge c = 1/2 ends at a tricritical point, belonging to the
universality class of the tricritical Ising model, a second minimal model
with c = 7/10 [15,16]. Above this point, the quantum phase transition
becomes first order. In Ref. [14] it has been demonstrated that the
transition region of the EHM with bond dimerization can be described
by the triple sine-Gordon model by extending the former bosonization
analysis [17]. The predictions of field theory regarding power-law
(exponential) decay of the density-density (spin-spin) and bond-order
correlation functions are shown to be in excellent accordance with the
numerical data obtained by a matrix-product-states (MPS) based
density-matrix renormalization group (DMRG) technique [18,19].

The Ising criticality of the EHM with explicit dimerization was
established in early work [17] that also specifies the critical exponents.
The critical exponents at the tricritical point should differ from those at
the ordinary Ising transition because the tricritical Ising quantum
phase transition belongs to a different universality class.

Simulating the neutral gap and the CDW order parameter by
DMRG, in this paper we will determine the critical exponents at both
Ising and tricritical Ising transitions. The paper is structured as follows.
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Section 2 introduces the model Hamiltonians under consideration and
discusses their ground-state properties. The critical exponents will be
derived in Section 3. Section 4 summarizes our main results.

2. Model

2.1. Extended Hubbard model

The Hamiltonian of the EHM is defined as

 

 

 



⎛
⎝⎜

⎞
⎠⎟

⎛
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⎞
⎠⎟

∑
∑
∑

H t c c

U n n

V n n

= − ( + H. c. )

+ − 1
2 − 1

2
+ ( − 1)( − 1),

jσ
jσ j σ

j
j j

j
j j

EHM † +1

↑ ↓

+1
(1)

where c jσ
† (cjσ) creates (annihilates) an electron with spin projection

σ = ↑ , ↓ at Wannier site j,  n c c=jσ jσ jσ
† , and   n n n= +j j j↑ ↓. In the

Hubbard model limit (V = 0), at half-filling, no long-range order exists.
Instead the system shows fluctuating SDW order. The spin (charge)
excitations are gapless (gapped) U∀ > 0 [2]. At finite V, for V U/ ≲ 1/2,
the ground state is still a SDW. When V U/ becomes larger than 1/2 a 2
kF-CDW is formed. As pointed out first by Nakamura [3,4] and
confirmed later by various analytical and numerical studies
[8,9,20,21], the SDW and CDW phases are separated by a narrow
BOW phase below the critical end point, U( ceEHM, V t t) ≈ (9.25 , 4.76 )ceEHM .
In the BOW phase translational symmetry is spontaneously broken,
which implies that the spin gap opens passing the SDW-BOW phase
boundary at fixed U U< ceEHM. Increasing V further, the system enters
the CDW phase with finite spin and charge gaps. The BOW-CDW
Gaussian transition line with central charge c = 1 terminates at the
tricritical point, U V t t( , ) ≈ (5.89 , 3.10 )trEHM trEHM [9]. For
U U U< <trEHM ceEHM, the BOW-CDW transition becomes first order,
characterized by a jump in the spin gap (see, Fig. 3 in Ref. [9]).
Fig. 1 summarizes the rich physics of the half-filled EHM.

The criticality at the continuous BOW-CDW transition line can be
verified numerically by extracting, e.g., the central charge from the
correlation length (ξχ) and von Neumann entropy (Sχ), where ξχ can be
obtained from the second largest eigenvalue of the transfer matrix for
some bond dimension χ used in a infinite DMRG (iDMRG) simulation
[19,22]. Conformal field theory tells us that the von Neumann entropy
for a system between two semi-infinite chains is [23]

S c ξ s= 6 ln +χ χ 0 (2)

with a non-universal constant s0.
Fig. 2(a) shows iDMRG results of ξχ as a function of V t/ for fixed

U t/ = 4. Since the system is critical in the SDW phase and at the BOW-
CDW transition point, we find a rapid increase of ξχ in the SDW phase
and a distinct peak at the BOW-CDW critical point (V t/ ≈ 2.160c ) when
we increase χ from 200 to 400. This indicates the divergence of the
correlation length ξ → ∞χ as χ → ∞. Now, plotting the von Neumann
entropy Sχ as a function of ξln χ and fitting the graph to Eq. (2), the
criticality at V V= c can be proved, as demonstrated by Fig. 2(b). The
obtained c* ≃ 0.996 for iDMRG data with χ ≥ 1800 corroborates the
Gaussian transition resulting from a bosonization analysis [5,6]. Note
that for the confirmation of the SDW-BOW transition much larger
bond dimensions χ are required in order to make clear the convergence
of ξχ in the BOW phase of Fig. 2.

2.2. EHM with explicit bond dimerization

Let us now add a staggered bond dimerization to the EHM,
  H H H= + δEHM , where

  ∑H t δ c c= − (−1) ( + H. c. ).δ
jσ

j
jσ j σ
† +1

(3)

Previous studies of this model have shown that the low lying excitations
in the large-U limit are chargeless spin-triplet and spin-singlet excita-
tions [24–30], whereby the dynamics is described by an effective spin-
Peierls Hamiltonian. Moreover, at finite U, the Tomonaga-Luttinger
parameters have been explored at and near commensurate fillings by
DMRG [31]. Particularly for half filling, it has been proven by
perturbative [32,33] and renormalization group [6,34,35] approaches
that the system realizes Peierls insulator (PI) and CDW phases in the
weak-coupling regime. According to weak-coupling renormalization-
group results [6], any finite bond dimerization δ will change the
universality class of the continuous BOW-CDW transition (realized in
the pure EHM) from Gaussian to Ising type. Thereby the PI-CDW
transition in the weak-to-intermediate coupling regime belongs to the
universality class of the two-dimensional (2D) Ising model [6,17].

Even more interesting physics appears analyzing the intermediate-
to-strong-coupling regime [14] by analogy with an effective spin-1

Fig. 1. DMRG ground-state phase diagram of the 1D EHM (1) at half filling [9]. The red
dotted line gives the continuous SDW-BOW transition. The bold (thin) blue dashed line
marks the continuous (first-order) BOW-CDW transition and the green dashed-dotted
line denotes the first-order SDW-CDW transition. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. (a): Correlation length ξχ of the EHM as a function of V t/ for U t/ = 4 obtained

from iDMRG. The dashed line indicates the BOW-CDW transition point. (b): von
Neumann entropy Sχ as a function of logarithm of ξχ at V V≈ c for U t/ = 4. The iDMRG

data for ξln > 6χ (χ ≥ 1800) provide us the numerically obtained central charge

c* ≃ 0.996 by fitting to Eq. (2).
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(EHM) system with alternating ferromagnetic spin interaction [13]:
Here the continuous PI-CDW Ising transition line with central charge
c = 1/2 terminates at a tricritical point that belongs to the universality
class of the 2D dilute Ising model with c = 7/10. Above the tricritical
Ising point the quantum phase transition becomes first order.
Displaying the ground-state phase diagram, Fig. 3 summarizes these
results. A field theoretical description of the tricritical transition region
has been performed in terms of a triple sine-Gordon model [14], based
on the bosonization analysis in Ref. [17], providing results for the
decay of various correlation functions, such as the density-density,
bond-order or spin-spin two-points functions. The predictions of field
theory are in excellent agreement with iDMRG data.

3. Critical exponents

In the following, we give further evidence for the Ising respectively
the tricritical Ising universality classes of the quantum phase transi-
tions in the EHM with bond dimerization by calculating the critical
exponents of various physical quantities. When approaching a contin-
uous phase transition by varying a parameter (e.g., a coupling strength)
g of the Hamiltonian, the correlation length diverges as

ξ g g∝ − .νc − (4)

Here, gc denotes the (critical) value of g at the transition point and ν is
the corresponding critical exponent. Other quantities such as the order
parameters or energy gaps also show power-law behavior. In this way
the system is characterized by a set of universal exponents near the
continuous phase transitions. The exact values of the most common
exponents for the 2D Ising and tricritical Ising universality classes are
listed in Table 1.

The exponents satisfy the following scaling relation

ν η β2 ( + d − 2) = ,
(5)

where d is the spatial dimension (in our case d = 2).
For the EHM with bond dimerization, β and ν can be extracted

from the CDW order parameter and the neutral gap, respectively. The
CDW order parameter is defined as

∑m
L

n= 1 (−1) ( − 1).
j

j
jCDW

(6)

The neutral gap is obtained from

Δ L E N E N( ) = ( ) − ( ),n 1 0 (7)

where E N( )0 [E N( )1 ] denotes the energy of the ground state [first
excited state] of a system with L sites, N electrons, and vanishing total
spin z component.

3.1. Ising transition

We now show that the critical exponents β = 1/8 and ν = 1 follow
from (i)DMRG simulations by varying V at fixed U and δ, just as the
corresponding phase transition line was obtained in Fig. 3. Note that
β = 1/8 and ν = 1 were extracted in Ref. [17] by means of the DMRG
method, varying δ for fixed U and V.

Fig. 4 gives the CDW order parameter as a function of V t/ , fixing
U t/ = 4 and δ t/ = 0.2, calculated by iDMRG technique with bond
dimensions χ = 800. Obviously, in the CDW (PI) realized for V V> c
V V( < )c , m| |CDW is finite (zero). Using V t/ ≈ 2.5035c , the iDMRG data are
well fitted by V V( − ) βc near the transition, where the critical exponent
β = 1/8 can be easily read off from a log-log plot; see inset of Fig. 4.

Extrapolating the values of the neutral gap Δn to the thermody-
namic limit, the critical exponent ν = 1 is verified, as demonstrated by
Fig. 5. Increasing V at fixed U t/ = 4, the neutral gap decreases linearly
and closes at the Ising transition point. If V grows further, Δn opens
again with linear slope. This is clearly visible in the log-log plots
representation, both for V V> c and V V< c; see Fig. 5(b).

3.2. Perturbed tricritical Ising model

As quoted above and demonstrated in Ref. [14], the tricritical point
in the EHM with bond dimerization belongs to the universality class of
the 2D tricritical Ising model with the critical exponents given in
Table 1. Let us emphasize that it is exceptionally challenging to verify
the critical exponents at the tricritical Ising point numerically, not least
because one first has to determine the tricritical point itself, with high
precision, varying U and V simultaneously [14].

The exponent η characterizes the power-law decay of the CDW
order-parameter two-point function at the critical point. As shown in
Ref. [14] one has

 n n(−1) ( − 1)( − 1) ∝ ℓ , ℓ⪢1.j j
ℓ +ℓ −3/20 (8)

Fig. 3. Ground-state phase diagram of the 1D EHM with bond dimerization in the half-
filled band sector [14]. The red solid line marks the PI-CDW phase boundaries for
δ t/ = 0.2. The tricritical Ising point [Utr , Vtr] separates continuous Ising and first-order

phase transitions. For comparisons, the phase boundaries of the pure EHM (δ = 0) were
included. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

Table 1
Critical exponents belonging to the Ising and tricritical Ising universality classes in 2D
[36–38]. The critical exponent η for the pair correlation function has been confirmed in
Ref. [14].

Quantity Exponent Ising tricritical Ising

Magnetization β 1/8 1/24
Correlation length ν 1 5/9
Pair correlation η 1/4 3/20

Fig. 4. Absolute value of the CDW order parameter in the vicinity of the Ising transition
at fixed U t/ = 4. Symbols are iDMRG data; the dashed line displays the fitting function

m V V| | ∝ ( − )βCDW tr with critical exponent β = 1/8 (Ising universality class). Inset: Log-

log plot of the order parameter for V V> tr demonstrating the power-law decay with

exponent β .

S. Ejima et al. Physica B 536 (2018) 474–478

476

Article IV

65



This establishes that η = 3/20. In order to determine the exponents β
and ν one needs to consider the off-critical regime. We therefore
consider the perturbation of the tricritical Ising conformal field theory
by the “energy operator” xϵ( ), which has conformal dimensions
Δ( , Δ ) = ( , )ϵ ϵ 1

10
1

10 [36–38]

∫H H h dx x= + ϵ( ).CFT (9)

The perturbing operator has scaling dimension d = 1/5 and is therefore
relevant in the renormalization group (RG) sense. It generates a
spectral gap M that scales as

M Ch Ch∼ = ,d1/(2− ) 5/9 (10)

where C is a constant. This identifies the critical exponent ν = 5/9. The
magnetization operator σ x( ) in the tricritical Ising model has scaling
dimension Δ( , Δ ) = ( , )σ σ

3
80

3
80 . In the perturbed theory (9) it acquires a

non-zero expectation value that scales as

σ x Dh Dh( ) ∼ = ,Δ Δ/(1− ) 1/24σ ϵ (11)

where D is a constant. This identifies the critical exponent β = 1/24.
The predictions of perturbed conformal field theory for β and ν can

be checked against numerical computations as follows. Fixing
U t= 10.56 ( U≃ tr), we first give the iDMRG results for the CDW order

parameter m| |CDW as a function of V, cf. Fig. 6. Just as in the case of
the Ising universality class, m| |CDW is finite (zero) for V V> tr (V V< tr).
The order parameter m| |CDW now vanishes much more abruptly
approaching the quantum phase transition point from above. Fitting
the iDMRG data for V V> tr to V V( − )βtr with V t/ ≈ 5.497tr and β = 1/24
works perfectly, see the log-log representation Fig. 7.

In order to verify the field theory prediction for ν we examine the
L → ∞ extrapolated values of the neutral gap Δn. Increasing V( V< tr) at
fixedU t/ = 10.56, Δn is reduced but not linearly as in the Ising case (cf.
Fig. 4), and closes at V V≈ tr before it becomes finite again for V V> tr.
Again the log-log representation can be used to extract the critical
exponent for V V| − |νtr , ν = 5/9, for both V V< tr and V V> tr, in con-
formity with the tricritical Ising universality class.

4. Summary

To conclude, we have investigated the criticality of the 1D half-filled
extended Hubbard model (EHM) with explicit dimerization δ. The
BOW-CDW Gaussian transition with central charge c = 1 of the pure
EHM gives way to an Ising transition with c = 1/2 at any finite δ. The
Ising transition line terminates at a tricritical point, which belongs to
the universality class of the tricritical Ising model in two dimensions.
The change of the universality class is verified numerically by (i)DMRG
(see also [14]). Furthermore, we demonstrate that not only the Ising
but also the tricritical Ising critical exponents β and ν can be obtained
with high accuracy by simulating the CDW order parameter and the
neutral gap.
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Anyonic Haldane Insulator in One Dimension
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We demonstrate numerically the existence of a nontrivial topological Haldane phase for the one-
dimensional extended (U-V) Hubbard model with a mean density of one particle per site, not only for
bosons but also for anyons, despite a broken reflection parity symmetry. The Haldane insulator, surrounded
by superfluid, Mott insulator, and density-wave phases in the V-U parameter plane, is protected by
combined (modified) spatial-inversion and time-reversal symmetries, which is verified within our matrix-
product-state based infinite density-matrix renormalization group scheme by analyzing generalized transfer
matrices. With regard to an experimental verification of the anyonic Haldane insulator state the calculated
asymmetry of the dynamical density structure factor should be of particular importance.

DOI: 10.1103/PhysRevLett.118.120401

Anyons represent a third fundamental class of particles
with fractional exchange statistics that interpolates, to some
degree, between those of bosons and fermions having
symmetric or antisymmetric wave functions under
exchange [1,2]. By contrast, the exchange of two anyons
creates a phase factor eiθ in the many-body wave function,
where the statistical parameter θ can be of any value in the
interval ð0; πÞ. In the beginning anyons were thought to be
relevant solely for two-dimensional systems. Describing
the fractional quantum Hall effect experiments in particular,
the quasiparticles could be viewed as anyons with θ fixed
by the filling factor [3,4]. With Haldane’s generalized
Pauli principle and definition of fractional statistics, how-
ever, the concept of anyons becomes important in arbitrary
dimensions [5].
In one dimension, the physics of anyons might be studied

successfully with ultracold atoms in optical lattices [6]. For
example, one-dimensional (1D) anyon statistics can be
implemented by bosons with occupation-dependent hopping
amplitudes generated by assisted Raman tunneling [7,8]. An
alternative route to create 1D anyons in an optical lattice
exploits lattice-shaking-assisted tunneling against potential
offsets generated by a combination of a static potential tilt
and strong on-site interactions [9]. Thereby, advantageously,
no additional lasers are required, except for those employed
on creating optical lattices. However, in spite of the huge
experimental efforts, a conclusive detection of 1D anyons in
optical lattices has not yet been achieved.
Notwithstanding, from a theoretical point of view, anyons

in one dimension have received continuous and legitimate
interest on account of their intriguing physical properties.
The exact solution of a 1D anyon gas with a delta-function
potential has been obtained by a Bethe ansatz technique [10].
Boundary conformal field theory shows that non-Abelian
anyons may form topological insulating phases in spin-1=2
suð2Þk chains [11]. For the Abelian 1D anyon-Hubbard

model (AHM), the possibility of a statistically induced
quantum phase transition between Mott-insulator (MI) and
superfluid phases [7,12] and the asymmetry of the momen-
tum distribution for hard-core [13] and soft-core anyons [14]
have been addressed so far. Since the AHM is equivalent to a
variant of the Bose-Hubbard model (BHM) with state-
dependent bosonic hopping amplitudes [7], the next very
interesting question might be whether the symmetry-
protected topological (SPT) Haldane state [15,16], observed
in the extended BHM (EBHM) with an additional nearest-
neighbor particle repulsion [17,18], also shows up in the
extended AHM (EAHM). Because of its SPT order, the
Haldane phase in the EBHM is separated from the topo-
logically trivial MI phase by a phase transition, as long as
the protecting symmetry—being a combination of bond-
centered inversion and a local unitary transformation—keeps
up [16]. By breaking this symmetry, the two phases can be
adiabatically connected without crossing a phase transition.
Therefore, a sharp distinction between the two phases is only
possible in the presence of the protecting symmetry, even
though no spontaneous symmetry breaking occurs. As the
hopping phase factor breaks the reflection parity in the
system [19], naively one might expect the Haldane state to
disappear in the EAHM for any finite fractional phase θ.
However, this will not happen if the protecting symmetry is
appropriately generalized for finite θ.
To comment on an anyonic topological Haldane state in

one dimension, we scrutinize its protecting symmetry in the
framework of the EAHM by analyzing the invariance of the
density-dependent hopping amplitudes (as for the EBHM
in the limit θ → 0). Calculating the generalized transfer
matrices [20] from the infinite matrix-product state (iMPS)
of the infinite density-matrix renormalization-group
(iDMRG) [21–23] simulations, we prove the existence
of the Haldane insulator (HI) state and derive the complete
ground-state phase diagram of this paradigmatic anyonic
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model Hamiltonian at unit filling. In order to discriminate
the topological HI phase from the other, more conventional
Mott and density-wave (DW) insulating phases in possible
future experiments, we also determine the dynamical
density response of the system, showing a characteristic
asymmetry in the Brillouin zone, which can be attributed to
the fractional phase factor of the anyons.
The Hamiltonian of the 1D EAHM consists of three

terms, ĤðaÞ
EAHM ≡ Ĥt þ ĤU þ ĤV , with

Ĥt ¼ −t
X

j

ðâ†j âjþ1 þ H:c:Þ; ð1Þ

ĤU ¼ U
P

jn̂jðn̂j − 1Þ=2, and ĤV ¼ V
P

jn̂jn̂jþ1, describ-
ing the nearest-neighbor anyon transfer (∝ t), as well as the
repulsive on-site (∝ U) and nearest-neighbor (∝ V) particle
interaction, respectively. The anyon creation (â†j ), annihi-

lation (âj), and particle number (n̂j ¼ â†j âj) operators at
lattice site j are defined by the generalized commutation
relations [7,10]:

âjâ
†
l − e−iθsgnðj−lÞâ†lâj ¼ δjl; ð2Þ

âjâl − eiθsgnðj−lÞalaj ¼ 0; ð3Þ

where the sign function sgnðj − lÞ ¼ 0 for j ¼ l is
mandatory, since two anyons on the same site behave as
ordinary bosons. Anyons with θ ¼ π represent so-called
“pseudofermions,” namely, they are fermions off site, while
being bosons on site.
Performing a fractional Jordan–Wigner transformation

[7],

âj ¼ b̂je
iθ
P

j−1
l¼1

n̂l ; ð4Þ

where b̂†j (b̂j) is a boson creation (annihilation) operator,

ĤðaÞ
EAHM becomes ĤðbÞ

EAHM with density-dependent hopping
amplitudes,

Ĥt ¼ −t
X

j

ðb̂†j b̂jþ1eiθn̂j þ e−iθn̂j b̂†jþ1b̂jÞ: ð5Þ

That is, when a boson hops to the left from site jþ 1 to site
j it acquires an occupation dependent phase eiθn̂j . Of
course, n̂j ¼ â†j âj ¼ b̂†j b̂j, which means that ĤU and ĤV

are form invariant under the anyon-boson mapping (4).
If we limit the maximum number of particles per site as

np ¼ 2, the EBHM, resulting in the limit θ → 0 from

ĤðbÞ
EAHM, maps to an effective XXZ spin-1 chain [18]:

Ĥeff ¼ −t
X

j

ðŜþj Ŝ−jþ1 þ H:c:Þ þ U
2

X

j

ðŜzjÞ2

þ V
X

j

ŜzjŜ
z
jþ1 ð6Þ

with the pseudospin operator Ŝzj ¼ n̂j − 1. Here, we have
neglected terms that break the particle-hole symmetry. We
note the negative sign of the first term compared to the
usual XXZ spin-chain Hamiltonian. This leads to a protect-
ing modified inversion symmetry I 0 for the Haldane state
of the EBHM [16]:

I 0 ¼ eiπ
P

j
ŜzjI ¼ eiπ

P
j
ðn̂j−1ÞI : ð7Þ

Owing to the occupation-dependent hopping in Eq. (5) the
HI phase in the EAHM seems not be protected by the
modified inversion symmetry I 0.
To clarify whether Ĥt is invariant under certain sym-

metry operations, let us first consider the inversion
symmetry operator I, acting on Ĥt → Ĥ0

t ¼ IĤtI† with

Ĥ0
t ¼ −t

X

j

ðb̂†jþ1b̂je
iθn̂jþ1 þ e−iθn̂jþ1 b̂†j b̂jþ1Þ: ð8Þ

Applying next a time-reversal transformation T ,
Ĥ0

t → Ĥ00
t ¼ T Ĥ0

tT −1, we obtain

Ĥ00
t ¼ −t

X

j

ðb̂†jþ1b̂je
−iθn̂jþ1 þ eiθn̂jþ1 b̂†j b̂jþ1Þ: ð9Þ

To see that Ĥt stays invariant under the combined sym-
metry operations, we make the following transformation:

b̂†j → eiθn̂jðn̂j−1Þ=2b̂†je
−iθn̂jðn̂j−1Þ=2 ¼ b̂†je

iθn̂j ; ð10Þ

b̂j → eiθn̂jðn̂j−1Þ=2b̂je−iθn̂jðn̂j−1Þ=2 ¼ e−iθn̂j b̂j: ð11Þ

Since the second term of Eq. (9) transforms as
eiθn̂jþ1 b̂†j b̂jþ1 → b̂†j b̂jþ1eiθn̂j , it is equal to the first term

of Ĥt. Therefore, the Hamiltonian ĤðbÞ
EAHM is invariant under

the transformation

K ¼ eiθ
P

j
n̂jðn̂j−1Þ=2IT : ð12Þ

We now show that the combination of Rz ¼ eiπ
P

j
Ŝzj ¼

eiπ
P

j
ðn̂j−1Þ and K is related to an SPT phase in the EAHM,

and define a corresponding topological order parameter.
Following Ref. [24], we use the iMPS representation
formed by complex χ × χ matrices Γσ and a positive, real,
diagonal matrix Λ:

jψi ¼
X

…σj;σjþ1…

…ΛΓσjΛΓσjþ1
…j…; σj; σjþ1;…i; ð13Þ

where the index σ labels the basis states of the local Hilbert
spaces. The iMPS is assumed to be in the canonical form:P

σΓσΛ2Γ†
σ ¼ P

σΓ
†
σΛ2Γσ ¼ 1. If a state jψi is invariant

under an internal symmetry that is represented by a unitary
matrix Σσσ0 , then the transformed Γσ matrices satisfy
[16,25]
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X

σ0
Σσσ0Γσ0 ¼ eiφU†ΓσU; ð14Þ

whereU is a unitary matrix that commutes with Λmatrices,
and eiφ is a phase factor. Similar relations hold for time
reversal symmetry, inversion symmetry, and a combination
of both. In those cases Γσ on the left-hand side is replaced
by its complex conjugate Γ�

σ , its transpose ΓT
σ , and its

Hermitian transpose Γ†
σ, respectively. The properties of the

matrices U can be used to classify SPT phases [16,26].
For instance, in the case of time reversal or (modified)
inversion symmetry the matrices satisfy UT U�

T ¼ �1 or
UI ð0ÞU�

I ð0Þ ¼ �1, and the sign distinguishes between two
symmetric phases. In the EAHM, the situation is slightly
different because time reversal and inversion are not
symmetries of the system; only a combination K of them
is. For Rz and K we have U2

Rz ¼ eiαRz1 and U2
K ¼ eiαK1.

From this we can derive an SPT order parameter similar to
the case of the Z2 × Z2 spin rotation symmetry of Rz and
Rx in the spin-1 XXZ chain [16]. Since the phase factors
eiαRz and eiαK can be removed by absorbing them into the
corresponding matrices URz and UK they have no physical
meaning. However, if both Rz and K are preserved, the
combination RzK is a symmetry as well and its phase
factor is not arbitrary if URz and UK have been fixed.
Indeed, one can show that URzUK ¼ �UKURz , which
defines two different phases. To verify that the EAHM has a
nontrivial topological phase protected by Rz and K, we
calculate the order parameter [20]

O ¼ 1

χ
trðUKURzU†

KU
†
RzÞ; ð15Þ

if the state is symmetric under bothK andRz. Otherwise, if
one of the symmetries is broken, the order parameter
is zero.
The iDMRG results for the order parameter are shown in

Fig. 1. If UK and URz commute (O ¼ 1), the system is in a
trivial phase, i.e., a site-factorizable MI state, whereas if
they anticommute (O ¼ −1), the system realizes a non-
trivial HI state. Since the order parameter O changes its
sign only if a phase transition takes place, the HI is a well-
defined phase of the EAHM. Increasing the number of
particles per site np at fixed U=t ¼ 5, the HI phase
(O ¼ −1) slightly shifts to larger value of V=t but, most
notably, the Haldane phase still occupies a solid parameter
region, see the data for np ¼ 3 and 5 in Fig. 1(a). Increasing
the fractional angle θ for np ¼ 2, the Haldane state region
narrows [see Fig. 1(b) for θ ¼ π=2] and disappears (at least)
for θ ¼ π [33]. We would like to emphasize that the HI
sector marked in Fig. 1 by the gray area agrees with that
extracted from the correlation length, the entanglement
spectrum, and the numerically obtained central charge [27].
Figure 2 represents the ground-state phase diagram of the

1D EAHM in the V-U plane, as obtained from large-scale

iDMRG calculations for θ ¼ π=4 and np ¼ 2. The phase
boundaries are determined simulating the order parameter
O, as well as the correlation length and the entanglement
spectrum [27]. The EAHM exhibits three different

FIG. 1. Order parameter O, defined by Eq. (15), selecting the
topological state in the EAHM at fixed U=t ¼ 5 and θ ¼ π=4 for
different np (a), and at fixed θ ¼ π=2 and π for np ¼ 2 (b). Data
obtained by iDMRG calculations with a (relatively small) bond
dimension χ ¼ 100.

FIG. 2. Ground-state phase diagram of the extended anyon-
Hubbard model in one dimension, where the particle density
ρ ¼ 1, np ¼ 2, and θ ¼ π=4. Most notably the Haldane insulator
(HI), located between Mott insulator (MI) and density wave
(DW) insulating phases in the EBHM, survives for any θ > 0, i.e.,
in the anyonic case. Likewise, the superfluid (SF) appears in the
very weak-coupling regime. The MI-HI (squares) and HI-DW
(circles) transition points can be determined by a divergent
correlation length ξχ as χ increases; i.e., the model becomes
critical with the central charge c ¼ 1 and c ¼ 1=2, respectively
(see Ref. [27]). For comparison, the dotted (dashed) line marks
the MI-HI (HI-DW) transition in the EBHM (θ ¼ 0) [34]. The
dash-dotted line with triangles up denotes the first-order MI-DW
phase transition for θ ¼ π.
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insulating phases (MI, DW, and HI) and a superfluid state
in the weak interaction regime, just as for the EBHM [34]
but with the addition that the region of the intervening
anyonic HI phase at θ ¼ π=4 is slightly reduced. The HI
vanishes in the pseudofermionic case (θ ¼ π). According to
field theory for the EBHM [18,35], which is based on the
bosonization procedure developed for integer-spin chains
[36,37], the MI-HI and HI-DW quantum phase transitions
belong to the universality class of Tomonaga-Luttinger
liquid and Ising model, with central charge c ¼ 1 and 1=2,
respectively, see Fig. S1(c) in Ref. [27]. That is, the
universality classes are not modified by the fractional
angle.
Perhaps the most striking feature of the AHM is the

asymmetry of the momentum distribution function in k
space [13,14]. The position of the maximum strongly
depends on the fractional phase θ [recall that the momen-
tum distribution diverges at k ¼ 0 in the BHM (θ ¼ 0)].
We expect that this asymmetry can also be observed in
dynamical quantities such as the dynamical structure factor
Sðk;ωÞ. Hence, if an anyonic system will be realized in
optical lattices, Sðk;ωÞ might be one of the best physical
quantities to look at, comparing theoretical predictions with
real experiments, like for 1D Bose–Hubbard type models
[38]. Sðk;ωÞ should be easily accessible by momentum
resolved Bragg spectroscopy [39]. Furthermore, it has been
recently demonstrated that Sðk;ωÞ can also be used to
distinguish the topological HI from the conventional MI
and DW states [34,40], in analogy to exploiting the
dynamical spin-spin structure factor in the spin-1 XXZ
chain [41].
The dynamical density structure factor is defined as

Sðk;ωÞ ¼
X

n

jhψnjn̂kjψ0ij2δðω − ωnÞ; ð16Þ

where jψ0i (jψni) denotes the ground (nth excited) state,
and ωn ¼ En − E0. To compute this quantity, we follow
Ref. [42] and first determine the two-point correlation

function hψ0jn̂jðτÞn̂0ð0Þjψ0i by real-time evolution of the
iMPS jψ0i. Fourier transformation then provides us with
accurate numerical results of the dynamical structure factor
in the EAHM.
Figure 3 compares the intensity of the dynamical wave-

vector–resolved density response in the EBHM (θ ¼ 0)
with those in the EAHM for θ ¼ π=4, for U=t ¼ 5, at five
characteristic V=t values. One point worthy of remark is
that each of the phases and phase transitions can be
distinguished by looking at Sðk;ωÞ. In the MI, at V ¼ t
[Figs. 3(a) and 3(f)], the excitation gap appears at k ≈ 0.
With increasing V=t, the MI-HI transition occurs at
V ≃ Vc1, where the excitation gap closes at k ¼ 0, as
shown in Figs. 3(b) and 3(g). Deep in the HI phase, V ¼ 3t
[Figs. 3(c) and 3(h)], the spectral weight exclusively
concentrates at k≃ π, and there are finite excitation gaps
at k ¼ 0 and π. It is of particular interest to see whether the
gap Sðk;ωÞ closes at the HI-DW transition point. Indeed,
the excitation gap at V ¼ Vc2 closes, but at momentum
k ¼ π, reflecting the lattice-period doubling in the DW
phase. Moreover, in the DW phase [Figs. 3(e) and 3(j)], we
find a large excitation gap at k ¼ π and two dispersive
branches, where a changeover of the intensity maximum
occurs at k ¼ π=2 (k ¼ 3π=4) for θ ¼ 0 (θ ¼ π=4).
Interestingly, the influence of the occupation-dependent
phase of Ĥt in Eq. (5) shows up in Sðk;ωÞ as well, which
helps to differentiate the results from those of the EBHM.
Sðk;ωÞ of the EAHM is asymmetric for any 0 < θ < π,
while Sðk;ωÞ in the EBHM is always symmetric about
k ¼ π.
To summarize, we carried out an unbiased numerical

investigation of the extended anyon-Hubbard model in one
dimension and determined its ground-state phase diagram
with high precision exploiting the behavior of correlation
lengths and entanglement spectra. Defining an order param-
eter that distinguishes trivial and nontrivial topological
phases, we were able to show that the EAHM possesses

FIG. 3. Intensity plots of the dynamical structure factor Sðk;ωÞ in the EBHM (θ ¼ 0, upper panels) and in the EAHM (θ ¼ π=4, lower
panels) for characteristic values of V=t at fixed U=t ¼ 5. Again, the maximum number of particles per site is limited to np ¼ 2. Dashed
lines in panels (b)–(d) and (g)–(i) mark the highest intensity of Sðk;ωÞ in the k-ω plane.
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an anyonic Haldane insulator state sandwiched between
superfluid, Mott insulator, and density-wave phases. Both
the HI-MI and HI-DW quantum phase transitions are critical
with central charge 1 and 1=2, respectively. While the HI
state survives the EBHM limit (θ ¼ 0), it vanishes when the
system is composed of pseudofermions (θ ¼ π). If a 1D
interacting anyonic system could be realized experimentally
in the future, maybe in an optical-lattice setup with ultracold
atoms, we suggest performing momentum-resolved Bragg
spectroscopy to look for the pronounced asymmetry of the
density response spectra in momentum space that we have
demonstrated in our model calculation theoretically.

The iDMRG simulations were performed using the
ITensor library [43]. This work was supported by
Deutsche Forschungsgemeinschaft (Germany), SFB 652,
Project No. B5.
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Supplementary material

As discussed in the main text, we find compelling evi-
dence for the existence of the symmetry-protected topo-
logical Haldane insulator phase in the one-dimensional
(1D) extended anyon-Hubbard model (EAHM), by cal-
culating an order parameter from the largest eigenval-
ues of the generalized transfer matrix within an infinite
density-matrix renormalization group (iDMRG) scheme.

Here we show that for the EAHM (with maximum
number of particles per site np = 2) further quantities
can be exploited in order to determine and character-
ize the phase boundaries and quantum phase transitions
with high precision.

The entanglement analysis in particular provides us
with valuable information about the existence of a sym-
metry protected Haldane insulator (HI) in the EAHM.
Furthermore, it allows to determine the phase boundaries
between the HI and other insulating phases. Dividing a
system into two subblocks, H = HL⊗HR, and consider-
ing the reduced density matrix ρL = TrR[ρ], the entan-
glement spectra [S1] can be extracted from the singular
values λα of ρL as εα = −2 lnλα. In addition, the corre-
lation length ξχ can be obtained from the second largest
eigenvalue of the transfer matrix for some fixed bond di-
mension χ in an iDMRG simulation [S2, S3]. While ξχ
stays finite as a consequence of the fixed bond dimension
χ, the physical correlation length will diverge at the crit-
ical point. Nevertheless, ξχ is useful to pinpoint a phase
boundary because it rapidly increases with χ close to the
quantum phase transition point, see also Ref. [S4] for the
corresponding discussion in the AKLT model [S5].

Figures S1(a) and (b) show ξχ and εα as functions of
V/t for fixed U/t = 5. The strong upturn of ξχ indicates
the formation of a HI phase in the EAHM for θ > 0.
We find distinct peaks at Vc1 ' 2.859t and Vc2 ' 3.255t,
which become more pronounced as χ grows from 100 to
200, signaling a divergence of ξχ →∞ as χ→∞. At the
same time, the entanglement spectra develops a charac-
teristic double degeneracy in all entanglement levels for
Vc1 < V < Vc2 , indicating a symmetry-protected topo-
logical phase between MI and DW states.

The universality class of these quantum phase transi-
tions can be explored by calculating the central charge
numerically, just as in case of the EBHM [S6]. When the
system gets critical the central charge can be determined
very accurately by DMRG, utilizing the relation [S7]

c∗(L) ≡ 3[SL(L/2− 1)− SL(L/2)]

ln[cos(π/L)]
. (S1)

In this way, the MI-SF transition in the BHM [S8], and
especially, the university class of the MI-HI and HI-DW
quantum phase transitions in the EBHM have been de-
termined in the past [S6].

Figure S1(c) displays c∗(L) for the 1D EAHM, where
the model parameters are the same as in Figs. S1(a) and
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FIG. S1. (Color online). Correlation length ξχ [panel (a)] and
entanglement spectrum εα [panel (b)] as a function of V/t for
U/t = 5 and θ = π/4 from iDMRG. Panel (c) displays the
central charge c∗(L) for the same parameter set, signaling a
MI-HI (HI-DW) quantum phase transition with c = 1 (c =
1/2). Here data obtained by the finite-system DMRG with
periodic boundary conditions.

(b). Running the DMRG we adopt periodic boundary
conditions for system sizes up to L = 64. For U/t = 5
and V ' Vc1 [V ' Vc2 ], we find c∗(L = 64) ' 0.996
[c∗(L = 64) ' 0.494], which points to the universality
class of the Luttinger liquid (Ising) model, in accordance
with what was obtained for the corresponding quantum
phase transitions in the EBHM (θ = 0).
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To explore the static properties of the one-dimensional anyon-Hubbard model for a mean density of one
particle per site, we apply perturbation theory with respect to the ratio between kinetic energy and interaction
energy in the Mott insulating phase. The strong-coupling results for the ground-state energy, the single-particle
excitation energies, and the momentum distribution functions up to 6th order in hopping are benchmarked against
the numerically exact (infinite) density-matrix renormalization group technique. Since these analytic expressions
are valid for any fractional phase θ of anyons, they will be of great value for a sufficiently reliable analysis of
future experiments, avoiding extensive and costly numerical simulations.

DOI: 10.1103/PhysRevA.95.063621

I. INTRODUCTION

Particles are usually classified as either bosons or fermions,
depending on whether the wave function is symmetric or
antisymmetric with respect to the exchange of two identical
particles. Some systems, however, may realize quasiparticles
with fractional statistics, called anyons, that acquire a complex
phase factor eiθ with 0 < θ < π under exchange [1,2]. Most
notably, anyons have been used in the description of the
fractional quantum Hall effect [3,4]. While anyons are usually
restricted to two-dimensional systems, fractional statistics can
in principle be defined in arbitrary dimensions [5].

One-dimensional (1D) anyon models can be expressed in
terms of bosonic operators by using a generalized Jordan-
Wigner transformation. There are several proposals to uti-
lize this equivalence to realize an anyon-Hubbard model
(AHM) by loading ultracold atoms in optical lattices. The
fractional exchange statistics is thereby translated into an
occupation-dependent hopping phase that experimentally may
be implemented by assisted Raman tunneling [6,7] or lattice-
shaking-assisted tunneling against potential offsets [8]. One of
the advantages of any optical lattice setup is the high degree of
control of system parameters including the statistical angle θ .
As yet, however, an experimental realization of anyons in
optical lattices has not been archived.

Since the introduction of the AHM [6], several theoretical
and numerical studies have been carried out, inter alia,
exploring the effect of fractional statistics on momentum
distributions [9] and the position of the quantum phase
transition between the Mott insulator (MI) and superfluid
(SF) [6,10] as well as revealing additional phases such as an
exotic two-component partially paired phase [7]. It has been
shown that the various superfluid phases of the AHM can
be qualitatively understood within a generalized Gutzwiller
mean-field ansatz [9,11]. Here, we instead focus on the MI
phase, using strong-coupling perturbation theory as it has
been applied to the Bose-Hubbard model (BHM) [12–14].
In addition to the perturbative analysis, we study the model
numerically with the density-matrix renormalization group
(DMRG) [15–17] and a variational matrix-product state (MPS)
ansatz for dispersion relations [18,19].

The outline of this paper is as follows: In Sec. II we
introduce the 1D AHM and apply the anyon-boson mapping by
the fractional version of the Jordan-Wigner transformation to

the AHM in order to rewrite the Hamiltonian with the bosonic
operators. In Sec. III we describe the strong-coupling anal-
ysis for the ground-state energy, the momentum-dependent
single-hole and single-particle excitation energies, and the
momentum distribution functions. To evaluate the validity
of the proposed strong-coupling approach we perform an
extensive comparison with unbiased data obtained by the
MPS-based (infinite) DMRG (iDMRG) technique. Finally,
Sec. IV summarizes our results and gives a brief outlook.

II. ANYONIC HUBBARD MODEL

On a linear chain of L sites with periodic boundary
conditions (PBCs), the Hamiltonian of the 1D AHM is defined
as Ĥ

(a)
AHM ≡ t T̂a + UD̂, with

T̂a = −
L∑

j=1

(â†
j âj+1 + â

†
j+1âj ) (1)

and

D̂ = 1

2

L∑
j=1

n̂j (n̂j − 1), (2)

describing the nearest-neighbor anyon transfer (∝ t) and the
on-site anyon repulsion (∝ U ), respectively. Here, â

†
j , âj , and

n̂j = â
†
j âj are the anyon creation, annihilation, and particle

number operators on site j , respectively, which fulfill the
generalized commutation relations [6]

âj â
†
� − e−iθsgn(j−�)â

†
�âj = δj� , (3)

âj â� − eiθsgn(j−�)a�aj = 0 . (4)

Since sgn(0) = 0, regular bosonic commutation relations
apply for particles on the same site. Anyons with the frac-
tional angle θ = π represent the so-called “pseudo-fermions,”
namely, they behave as ordinary fermions off site, while being
bosons on site.

Carrying out a fractional Jordan-Wigner transformation [6],

âj = b̂j e
iθ

∑j−1
�=1 n̂� , (5)
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T̂a of Eq. (1) can be rewritten with boson creation (b̂†
j ) and

annihilation (b̂j ) operators as

T̂b = −
∑

j

(b̂†
j b̂j+1e

iθn̂j + e−iθ n̂j b̂
†
j+1b̂j ). (6)

To be more precise, when an anyon hops to the left from
site j + 1 to site j , an occupation-dependent phase eiθn̂j is
picked up in the bosonic operator description. Note that n̂j =
â

†
j âj = b̂

†
j b̂j , so that the on-site repulsion term D̂ is form-

invariant under the anyon-boson mapping (5). In order to study
the model deep in the Mott-insulating regime, we apply an
x = t/U strong-coupling expansion to Ĥ

(b)
AHM = t T̂b + UD̂.

Throughout this work, we restrict ourselves to unit filling.

III. STRONG-COUPLING EXPANSIONS

A. Ground state

At integer filling ρ = N/L, the AHM has a unique ground
state,

|φ0〉 = 1

(ρ!)L/2

∏
i

(b̂†
i )ρ |vac〉, (7)

in the limit x → 0. The state |φ0〉 can be used as a starting
point for a perturbative calculation of the ground state in the
MI phase.

Executing the unitary Harris-Lange transformation [20],
the strong-coupling Hamiltonian of the AHM is derived in a
similar way as for the BHM [12]:

ĥ = eŜĤ e−Ŝ = UD̂ + t

∞∑
r=0

xr ĥr , (8)

Ŝ = −Ŝ† =
∞∑

r=1

xr Ŝr . (9)

Practically, we keep a finite order in the expansion of Ŝ.
Retaining Ŝr for 1 � r � n denotes the “nth-order expansion.”
The operators Ŝn are defined by requiring that in the nth order
for S, the transformed Hamiltonian conserves the number of
double occupancies to (n − 1)th order, that is, [ĥr ,D̂] = 0
for 1 � r � n − 1. Higher-order terms in the expansion of
ĥ are neglected, so |φ0〉 is an eigenstate of the strong-coupling
Hamiltonian.

Following this recipe, the leading-order terms for Ŝr and ĥr

are obtained as

Ŝ1 =
∑

D1,D2

P̂D1 T̂ P̂D2

D1 − D2
, (10)

Ŝ2 =
∑

D1,D2

−P̂D1 T̂ P̂D1 T̂ P̂D2 + P̂D1 T̂ P̂D2 T̂ P̂D2

(D1 − D2)2

+
∑

D1,D2,D3

P̂D1 T̂ P̂D3 T̂ P̂D2

2(D1 − D2)

[D1 − D3 + D2 − D3]

(D1 − D3)(D2 − D3)
, (11)

ĥ0 =
∑
D

P̂DT̂ P̂D, (12)

ĥ1 =
∑

D1,D2

P̂D1 T̂ P̂D2 T̂ P̂D1

D1 − D2
, (13)

where P̂D is the projection operator onto the subspace
of eigenstate with D interactions, D̂ = ∑∞

D=0 DP̂D . In the
above sums it is implicitly suggested that all indices Di � 0
are different from each other. Higher orders are generated
recursively as described in Ref. [21], where the necessary
bookkeeping can be done by a computer algebra program. The
resulting expansion differs from the one for the BHM only by
the hopping operator T̂ .

Within the strong-coupling expansion the ground state |ψ0〉
and ground-state energy E0 of the original Hamiltonian are

|ψ0〉 = eŜ |φ0〉 , ĥ|φ0〉 = E0|φ0〉 , (14)

where |φ0〉 is the ground state of ĥ−1 = D̂, see Eq. (7). Since
the Harris-Lange transformation is unitary the operators and
ground-state expectation values are translated with |ψ0〉 �→
|φ0〉, Ĥ �→ ĥ, and Â �→ Ã = eŜÂe−Ŝ .

Calculating the various observables in the strong-coupling
expansion then amounts to evaluating chains of hopping
operators in the unperturbed ground state |φ0〉 which are
weighted depending on how they change the number of double
occupancies at each step. In doing so, one only has to sum
over connected hopping processes that can be evaluated using
finite clusters. The difference between the AHM and the BHM
enters the strong-coupling expansion through the phase factors
picked up by the hopping processes or an explicit θ dependence
of the observables.

The ground-state energy is simply given by

E0 = 〈φ0|ĥ|φ0〉. (15)
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FIG. 1. Ground-state energy E0/4LU as a function of interaction
strength t/U . nth-order strong-coupling results E

[n]
0 of Eq. (16)

are compared with the quasiexact iDMRG data Eex
0 for χ = 100

(solid lines). The relative errors δrel = |(Eex
0 − E

[n]
0 )/Eex

0 | are given
in semilogarithmic representation corresponding to the right y axis.
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Up to 6th order in x, we obtain for the rescaled ground-state
energy per site

E
[6]
0

4UL
= −x2 + [6 − 5 cos(θ )]x4

+ 1

9
[−872 + 1168 cos(θ ) − 228 cos(2θ )]x6

+O(x8), (16)

in agreement with Refs. [12,13] in the BHM limit θ → 0.
Figure 1 compares the strong-coupling perturbation theory

with iDMRG results for various θ . Similar to the case in the
BHM [12], for small θ [e.g., Fig. 1(a) for θ = π/4], the strong-
coupling series expansion is in reasonable accordance with
the numerically exact result, as indicated clearly by the
relative errors in Fig. 1. For 6th order in x, the deviation
starts in the intermediate-coupling regime at t/U 	 0.35. As
expected, the quality of the perturbation analysis improves as
higher-order corrections are taken into account. This is valid
for all θ as demonstrated in Fig. 1.

Figure 1 also shows that the range of validity of the
strong-coupling theory becomes worse with increasing θ .

The deviation starts already at t/U 	 0.12 in the case of θ =
π , see Fig. 1(c).

B. Excitation energies

Similar to the ground state |φ0〉, Eq. (7), the energy levels
of a single-hole excitation, Eh(k), and of a single-particle
excitation, Ep(k), can be extracted from the strong-coupling
expansion to high order in x, since the perturbation analysis
for these energy levels also starts from nondegenerate states,
i.e., in the case of ρ = 1,

|φh(k)〉 =
√

1

L

L∑
�=1

e−ik�b̂�|φ0〉 , (17)

|φp(k)〉 =
√

1

L

√
1

2

L∑
�=1

eik�b̂
†
�|φ0〉. (18)

Therefore, the single-hole and single-particle excitation ener-
gies can be obtained from

Eh(k) = 〈φh(k)|ĥ|φh(k)〉 − E0 , (19)

Ep(k) = 〈φp(k)|ĥ|φp(k)〉 − E0. (20)

Carrying out the above perturbation analysis up to and
including 6th order in x, we obtain

E
[6]
h (k)

t
= −2 cos (k) + x{8 − 4 cos (2k + θ )} + x2{8 cos (k) + 4 cos (k + θ ) − 4 cos (3k + θ ) − 8 cos (3k + 2θ )}

+x3{−56 + 56 cos (θ ) + 64 cos (2k + θ ) − 4 cos (4k + θ ) − 24 cos (4k + 2θ ) − 16 cos (4k + 3θ )}

+x4

{
−256

3
cos (k) + 88

3
cos (k − θ ) − 104

3
cos (k + θ ) + 16 cos (k + 2θ ) − 8 cos (3k) + 100 cos (3k + θ )

+ 216 cos (3k + 2θ ) − 32 cos (3k + 3θ ) − 4 cos (5k + θ ) − 48 cos (5k + 2θ ) − 96 cos (5k + 3θ )

− 32 cos (5k + 4θ )

}

+ x5

{
2896

3
− 4480

3
cos (θ ) + 1072

3
cos (2θ ) + 784

3
cos (2k) + 28 cos (2k − θ ) − 3392

3
cos (2k + θ )

+ 928

3
cos (2k + 2θ ) + 160

3
cos (2k + 3θ ) − 16 cos (4k) + 208

3
cos (4k + θ ) + 864 cos (4k + 2θ )

+ 1520

3
cos (4k + 3θ ) − 128 cos (4k + 4θ ) − 4 cos (6k + θ ) − 80 cos (6k + 2θ ) − 320 cos (6k + 3θ )

− 320 cos (6k + 4θ ) − 64 cos (6k + 5θ )

}
(21)

and

E[6]
p (k)

t
= 1

x
− 4 cos (k + θ ) + x{5 − 4 cos (2k + θ )}

+ x2{8 cos (k) + 22 cos (k + θ ) − 12 cos (k + 2θ ) − 4 cos (3k + θ ) − 8 cos (3k + 2θ )}

+ x3

{
−1969

20
+ 364

5
cos (θ ) + 70 cos (2k + θ ) − 18 cos (2k + 2θ ) + 12 cos (2k + 3θ ) − 4 cos (4k + θ )

− 24 cos (4k + 2θ ) − 16 cos (4k + 3θ )

}
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+ x4

{
−13384

75
cos (k) + 84 cos (k − θ ) + 2189

150
cos (k + θ ) + 10331

75
cos (k + 2θ ) − 294

5
cos (k + 3θ )

− 8 cos (3k) + 102 cos (3k + θ ) + 204 cos (3k + 2θ ) − 10 cos (3k + 3θ ) − 12 cos (3k + 4θ )

− 4 cos (5k + θ ) − 48 cos (5k + 2θ ) − 96 cos (5k + 3θ ) − 32 cos (5k + 4θ )

}

+ x5

{
794483

600
− 101513

50
cos (θ ) + 22907

75
cos (2θ ) + 14296

75
cos (2k) + 68 cos (2k − θ ) − 668719

750
cos (2k + θ )

− 14284

375
cos (2k + 2θ ) + 1896

125
cos (2k + 3θ ) + 3663

25
cos (2k + 4θ ) − 294

5
cos (2k + 5θ ) − 16 cos (4k)

+ 70 cos (4k + θ ) + 858 cos (4k + 2θ ) + 526 cos (4k + 3θ ) − 154 cos (4k + 4θ ) + 12 cos (4k + 5θ )

− 4 cos (6k + θ ) − 80 cos (6k + 2θ ) − 320 cos (6k + 3θ ) − 320 cos (6k + 4θ ) − 64 cos (6k + 5θ )

}
. (22)

In the BHM limit (θ = 0), we obtain Eqs. (A1) and (A2),
which agree with Eqs. (24) and (25) of Ref. [12], respectively,
when correcting some misprints; see Appendix A.

To calculate the dispersion relations of the particle and
hole excitations numerically, we use the variational MPS
ansatz introduced in Refs. [18,19] that works directly in
the thermodynamic limit. In the following, we give a rough
description of the method. Starting point is an infinite MPS
(iMPS) approximation of the ground state

|ψ0〉 = v
†
L

⎛
⎝∏

j∈Z

∑
sj

Asj

⎞
⎠vR|s〉, (23)

where |s〉 = | . . . ,sj ,sj+1, . . . 〉, the indices sn label the states
of the local Hilbert spaces, As are site-independent χ × χ

complex matrices, and vL and vR are χ -dimensional vectors.
The boundary vectors vL and vR will not affect the bulk
properties and can therefore be ignored. It is assumed that the
transfer matrix

∑
s As ⊗ Ās has one eigenvalue 1 and that its

other eigenvalues are smaller in magnitude. To calculate |ψ0〉,
we use the iDMRG. The ansatz for the elementary excitations
is a momentum superposition of local perturbations which are
introduced by replacing the matrices As at a single site with
matrices Bs :

|φk(B)〉 =
∑
j∈Z

eikj
∑
{s}

v
†
L(· · ·Asj−1Bsj Asj+1 · · · )vR|s〉. (24)

This includes all excitations that are induced by one-site
operators but can also describe, to some degree, those
corresponding to operators with larger support. Increasing
the bond dimension χ of |ψ0〉 results, in addition to a better
approximation for the ground-state energy, in a more general
ansatz for the excitations. One can define matrices Nk and Hk

such that

〈φk(B)|φk′(B ′)〉 = 2πδ(k − k′)B†NkB
′, (25)

〈φk(B)|Ĥ − E0|φk′(B ′)〉 = 2πδ(k − k′)B†HkB
′, (26)

where E0 is the (infinite) ground-state energy and the matrices
Bs have been combined and reshaped into a vector. The
approximate excitation energies for any momentum k can then
be obtained by solving the generalized eigenvalue problem for

the effective Hamiltonian Hk and the normalization matrix Nk .
As described in detail in Ref. [19], B must be appropriately
parametrized to exclude zero modes which would result in
|φk(B)〉 = 0 and to impose orthogonality to the ground state.
A linear parametrization fulfilling these requirements can be
chosen such that the normalization matrix becomes the identity
and only a regular eigenvalue problem needs to be solved.
Since the number of particles is a good quantum number, we
can separately target particle and hole excitations to obtain
both Ep and Eh.

In Fig. 2 we compare the strong-coupling results up to 6th
order in x with the lowest excitation energy obtained by the
above-mentioned iMPS technique. First of all, Eh/p are clearly
symmetric about q = 0 in the BHM limit θ = 0, although they
become asymmetric for 0 < θ < π reflecting the influence of
the fractional angle θ . By considering the strong-coupling
expansions up to 1st order only, this asymmetry of the
excitation energies can be understood well: the minimum
of excitation energy, min{Ep(k)} [min{Eh(k)}], shifts from
k = 0 to −π < k < 0, consistent with the positive sign of
θ in cosine terms up to 1st order. Quantitatively, the 6th-order
expansions agree perfectly with iMPS data up to x � 0.1. The
deviation between both results starts about x ∼ 0.15 especially
in Ep(k). The single-particle excitation from the perturbation
theory is clearly higher than the lowest excitation energy
by iMPS, e.g., for −π < k < −π/2 and π/2 < k < π with
θ = 0. Most probably, the lowest excitation by iMPS stems
from a many-particle excitation such as two particles and one
hole that are forced into an artificial bound state by the iMPS
ansatz [19]. Moreover, plotting the higher excitation energies,
it is obvious that a continuum of excitations starts to arise
in this regime. Figure 3 demonstrates a typical example for
Ep(k) with the parameter sets of Fig. 2. Because of the finite
bond dimension χ , the continuous part of the spectrum is
approximated by a finite number of discrete energy levels. With
increasing x further, the results of strong-coupling expansions
start to oscillate, see Fig. 2 for x � 0.2.

From the single-hole and single-particle dispersions we can
obtain the phase boundaries between MI and SF in the grand-
canonical ensemble. The chemical potentials μ± at which the
phase transitions for fixed t/U take place are determined by
the minimum energies for adding a particle or hole to the MI
ground state: μ+ = min{Ep(k)} and μ− = − min{Eh(k)}. In
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FIG. 2. Sixth-order strong-coupling expansions (dashed lines) of the single-hole and single-particle excitation energies, Eqs. (21) and (22),
compared with numerical data by iMPS with the variational ansatz (solid lines).

general, the minima of the strong-coupling expressions (21)
and (22) have to be found numerically. However, in the BHM

−π/2 0 π/2
0

1

2

k

E
p
(k
)/
U

higher excited energy levels
lowest excited energy level
6th-order approximationθ = π/4, t/U = 0.15

FIG. 3. Excitation energies for one additional particle, the pa-
rameters being the same as in Fig. 2(e). The disagreement between
perturbation theory and variational iMPS ansatz can be explained by
the onset of the multiparticle continuum.

limit (θ = 0) we have μ+ = Ep(0) and μ− = −Eh(0) and thus
the gap is given by 
 = μ+ − μ− = Ep(0) + Eh(0). In this
way, we can reproduce the single-particle gap in the BHM




U
= 1 − 6x + 5x2 + 6x3 + 287

20
x4 + 5821

50
x5

− 602243

1000
x6 + · · · , (27)

in agreement with Ref. [14].
As in the case of the BHM [22,23], μ± in the AHM can be

also determined numerically by DMRG using the following
definitions of the chemical potentials for finite system sizes:

±μ±(L) = E0(L,N ± 1) − E0(L,N ) , (28)

where E0(L,N ± 1) and E0(L,N ) denote the corresponding
ground-state energies.

Figure 4 shows the ground-state phase diagram of the 1D
AHM, exhibiting MI and SF regions as a function of the
chemical potential μ/U and the anyon transfer amplitude t/U .
The strong-coupling expansions of the chemical potentials via
Eqs. (21) and (22) up to 6th order are compared with DMRG
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FIG. 4. Phase diagram of the one-dimensional anyon-Hubbard model (np � 5) for the fractional angle θ = π/4 [panel (a)], π/2 [panel
(b)], and π [panel (c)] with Mott insulator (MI) and superfluid (SF) regions. The MI-SF boundaries (black lines) were determined by DMRG
with system sizes up to L = 128, open boundary conditions, and np � 5. The strong-coupling expansions up to 6th order in x show reasonable
agreements with the numerical data.

results. For small θ � π/2, both methods essentially agree up
to x � 0.2 [see Figs. 4(a) and 4(b)], while in the case of the
pseudofermions [θ = π in Fig. 4(c)] even 6th-order results
start to deviate around x ∼ 0.12. In the intermediate-coupling
regime (t/U � 0.20) sudden changes will appear in the
perturbation results, especially for θ = π/4 (not shown). This
is because the perturbation expansions fall into the wrong
minima as will be discussed in Appendix B.

C. Momentum distribution function

Anyons might be characterized most significantly by
momentum distribution functions as has been demonstrated
for both hardcore [24] and softcore [9] anyons. For the current
model, we can define two different types of single-particle
correlation functions

Cb(r) = 〈b̂†
j b̂j+r〉 , (29)

Ca(r) = 〈â†
j âj+r〉 , (30)

corresponding to boson or anyon representations. Results for
the boson correlation function should be relevant for the
proposed realization of the model in optical lattices. The anyon
correlation function can be expressed in terms of the boson
operators as follows:

〈â†
j â�〉 →

⎧⎪⎨
⎪⎩

〈
b̂

†
j e

iθn̂j
[∏

j<m<� eiθn̂m
]
b̂�

〉
for j < �,〈

e−iθ n̂� b̂�

[ ∏
�<m<j e−iθ n̂m

]
b̂

†
j

〉
for j > �,

〈n̂j 〉 for j = �.

(31)
Within the strong-coupling expansion, the above correlators

are translated according to

〈b̂†
j b̂�〉 �→ 〈φ0|eŜ b̂

†
j b̂�e

−Ŝ |φ0〉 , (32)

〈â†
j â�〉 �→ 〈φ0|eŜ â

†
j â�e

−Ŝ |φ0〉 . (33)

In Appendix C we compare the perturbation results for the
two-point correlation functions up to 4th order in x with the
iDMRG data.

The Fourier-transformed single-particle density matrices
give the momentum distribution functions for bosons and

anyons as

nb(k) = 1

L

∑
j,�

eik(j−�)〈b̂†
j b̂�〉 , (34)

na(k) = 1

L

∑
j,�

eik(j−�)〈â†
j â�〉 . (35)

Up to and including 4th order in x, we obtain for the
momentum distribution functions of bosons

n
[4]
b (k) = 1 + x{4 cos (k) + 4 cos (k + θ )}

+ x2{4 cos (2k) + 24 cos (2k + θ )

+ 8 cos (2k + 2θ )}
+ x3{−36 cos (k) + 12 cos (k − θ )

− 8 cos (k + θ ) + 16 cos (k + 2θ )

+ 4 cos (3k) + 60 cos (3k + θ )

+ 96 cos (3k + 2θ ) + 16 cos (3k + 3θ )}

+ x4

{
152

3
cos (2k) + 64

3
cos (2k − θ )

− 400 cos (2k + θ ) + 152

3
cos (2k + 2θ )

+ 64 cos (2k + 3θ ) + 4 cos (4k)

+ 112 cos (4k + θ ) + 432 cos (4k + 2θ )

+ 320 cos (4k + 3θ ) + 32 cos (4k + 4θ )

}
, (36)

and for anyons

n[4]
a (k) = 1 + 8x cos (k) + x2{24 cos (2k) + 12 cos (2k − θ )}

+ x3{−96 cos (k) + 40 cos (k + θ )

+ 40 cos (k − θ ) + 64 cos (3k)

+ 16 cos (3k − 2θ ) + 96 cos (3k − θ )}

+ x4

{
−1408

3
cos (2k) + 272

3
cos (2k − 2θ )

− 176

3
cos (2k − θ ) + 224 cos (2k + θ )
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+ 160 cos (4k) + 480 cos (4k − θ )

+ 240 cos (4k − 2θ ) + 20 cos (4k − 3θ )

}
. (37)

Taking the limit θ → 0 in Eqs. (36) or (37), we obtain the
momentum distribution function in the BHM

n
[4]
BHM(k) = 1 + 8x cos(k) + 36x2 cos(2k)

+ x3{−16 cos(k) + 176 cos(3k)}

+ x4

{
−640

3
cos(2k) + 900 cos(4k)

}
, (38)

in agreement with the former studies of the strong-coupling
expansions in the BHM up to and including 3rd order
in x [25].

Using DMRG with PBCs, the momentum distribution
functions of anyons and bosons can be extracted from Eqs. (34)
and (35) after calculating the two-point correlation functions,
as demonstrated in Fig. 5 by the comparison with the strong-
coupling expansions (36) and (37). While for t/U = 0.05
analytical and numerical methods agree [Fig. 5(a)], small
deviations appear for t/U � 0.1 [Fig. 5(b)]. For t/U ∼ 0.20
[Fig. 5(c)] the oscillations become significant in the 4th-order
strong-coupling expansions which are clearly an artifact.

Analogous to the momentum-dependent excitation energies
in Sec. III B, the characteristic asymmetry in the momentum
distribution functions can be understood by considering the
main θ -dependent contributions in the strong-coupling expan-
sion of na/b(k). In the BHM limit (θ = 0), nb(k)[= na(k)]
is always symmetric about k = 0, where the position of the
maximum is located. These peak positions of nb(k) [na(k)]
shift to the negative [positive] momentum with increasing θ

for 0 < θ < π , which is consistent with the sign of θ in the
cosine term of the main θ -dependent contribution of nb/a(k),
i.e., the positive [negative] sign of θ in n

[1]
b (k) [n[2]

a (k)] of
Eq. (36) [Eq. (37)]. Moreover, the peak positions of nb(k)
depend more strongly on θ than those of na(k), this is because
the θ -dependent main contribution in na(k) shows up first in
the 2nd-order expansion, while in the case of nb(k) it can

already be seen in the 1st-order expansion. To 1st order, the
peak of nb(k) is located at k = −θ/2, that is, its position
depends linearly on the fractional angle. When increasing θ

from 0 to π , the boson momentum distribution becomes flatter
because of cancellations in the 1st-order terms. Close to the
pseudofermion limit, a second peak appears for 0 < k < π

that can be attributed mainly to 2nd-order contributions. At
θ = π , the cancellation of 1st-order terms becomes exact for
all k and one ends up with nb(k) = 1 − 12x2 cos(2k) + O(x3).
Our results for the boson momentum distribution function in
the MI are in contrast to the results of Ref. [9] for the SF
where, depending on the filling, a single peak at either k ∼ 0
or k ∼ −θ has been found.

IV. SUMMARY AND OUTLOOK

We studied the MI phase of the anyon-Hubbard model
at filling factor one for arbitrary fractional angle θ using
strong-coupling perturbation theory. Explicit expressions for
the θ dependence of the ground-state energy per site, the
single-particle and single-hole excitation energies, as well as
the momentum distribution functions were obtained for up to
6th order in t/U (hopping/interaction).

In the BHM both single-particle and single-hole dispersions
have their minimum at k = 0. For finite θ , the minimum of the
dispersion is shifted differently for single-particle and single-
hole excitations, that is, there is an indirect gap for particle-hole
excitations.

The momentum distribution functions become asymmetric
for 0 < θ < π with the peak shifted to negative (positive)
momentum in the boson (anyon) description of the model.
A stronger θ dependence is found for the boson momentum
distribution than for the anyon one. In particular, the boson
momentum distribution function becomes almost flat in the
pseudofermion limit θ = π .

While the series generated by the strong-coupling expan-
sion might be asymptotic, the results for finite order agree well
with numerically exact MPS calculations for small hopping t .
Increasing t , however, the accuracy starts to deteriorate and the
perturbative description is no longer sensible. At fixed order,

0.5

1

1.5

n
b(
k
)

t/U = 0.05(a)

0

1

2

3
t/U = 0.1(b)

0

2

4
t/U = 0.15(c)

-π/2 0 π/2
0.5

1

1.5

k

n
a
(k
)

(d)

-π/2 0 π/2
0

1

2

k

(e)

-π/2 0 π/2

0

2

4

k

θ = 0

θ = π/4

θ = π/2

θ = π

(f)

FIG. 5. Momentum distribution function nb(k) (upper panels) and na(k) (lower panels) within the first Mott for various θ from DMRG with
L = 48 and PBCs (symbols) compared with 4th-order strong-coupling expansions (solid lines).
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the region of validity of the perturbative expansion seemingly
decreases when the fractional angle θ is increased even though
the MI region becomes larger.

Obviously, there are several other directions to extend our
work. The perturbation results in this paper are limited to
the Mott insulator for ρ = 1. First natural extension might be
the strong-coupling study in higher integer fillings. Another
possibility is the inclusion of a nearest-neighbor interaction
which leads to additional Haldane-insulator and density-wave
phases [26], the latter being susceptible to a perturbative
treatment. Furthermore, the strong-coupling approach could
be applied to the AHM in higher dimensions. In this case
perturbation theory should be particularly useful since no
quasiexact results from MPS-based methods are available.
Finally, for the comparison with future experiments it would
be desirable to investigate the dynamical quantities, such as the
single-particle spectral functions, the dynamical structure fac-
tor, and the dynamical current and kinetic-energy correlation
functions as demonstrated in the BHM [12,27,28].
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APPENDIX A: EXCITATION ENERGIES
IN THE BOSE-HUBBARD LIMIT

Taking the limit θ = 0 in Eqs. (21) and (22) we obtain
the single-hole and single-particle excitation energies in the
momentum space for the BHM as

Eh(k)

t
= 8x − 512

3
x5 +

(
−2 + 12x2 − 224

3
x4

)
cos(k)

+ (−4x + 64x3 − 1436

3
x5) cos(2k)

+ (−12x2 + 276x4) cos(3k)

+ (−44x3 + 1296x5) cos(4k)

− 180x4 cos(5k) − 788x5 cos(6k) + O(x6), (A1)

and

Ep(k)

t
= 1

x
+ 5x − 513

20
x3 − 80139

200
x5

+
(

−4 + 18x2 − 137

150
x4

)
cos(k)

+
(

−4x + 64x3 − 426161

750
x5

)
cos(2k)

+ (−12x2 + 276x4) cos(3k)

+ (−44x3 + 1296x5) cos(4k)

− 180x4 cos(5k) − 788x5 cos(6k) + O(x6). (A2)

Direct comparison of Eqs. (A1) and (A2) with iMPS results
is demonstrated in Fig. 2. Note that in Eqs. (24) and (25) of
Ref. [12] the coefficient of the x5 cos(6k) term in Eh(k) as well
as the coefficients of the x5 cos(2k) and the x5 cos(6k) terms
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0.8

1

t/U

μ
/U

DMRG
2nd order
4th order
6th order

MI
SF

FIG. 6. Ground-state phase diagram of the Bose-Hubbard model
(θ = 0). The strong-coupling results (A1) and (A2) show a reasonable
agreement with the DMRG data (black solid line).

in Ep(k) are flawed; these errors were corrected in Eqs. (A1)
and (A2).

Plotting chemical potentials, μ+ = min{Ep(k)} and μ− =
− min{Eh(k)}, the phase diagram of the BHM can be extracted
from the strong-coupling expansions, Eqs. (A1) and (A2), and
compared with the DMRG prediction (see Fig. 6).

APPENDIX B: MINIMA OF EXCITATION ENERGIES

In Fig. 4, chemical potentials μ±, obtained from strong-
coupling expansions, show a sudden increase for large t/U (�
0.24), especially for θ = π/4 [see, e.g., the results of Fig. 7(a),
which were not included in Fig. 4]. In this section we explain
the origin of this shortcoming in detail.

0 0.1 0.2 0.3
0

0.2

0.4

0.6

t/U

μ
/U

DMRG
6th order

MI
SF

(a)θ = π/4

−π −π/2 0 π/2

0

1

k

E
h
(k
)/
U

iMPS
6th order

(b)

t/U = 0.25

FIG. 7. (a) Zoomed view of Fig. 4(a) showing the artificial upturn
of the 6th-order perturbation result μ− at θ = π/4. (b) Single-hole
excitation energy Eh(k) in the momentum space for θ = π/4 and
t/U = 0.25 by the 6th-order strong-coupling expansion (dashed line)
compared with the iMPS results (circles). Star and cross symbols
denote the correct and wrong minima to estimate chemical potential
μ−, see text.
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FIG. 8. Strong-coupling results of the boson (upper panel) and
anyon (lower panel) correlation functions Cb/a(r) (closed symbols)
for the distance r = 1 to 4, compared with the iDMRG data for
χ = 100 (open symbols).

Figure 7(b) shows the single-hole excitation energies by the
6th-order strong-coupling expansion (21) for t/U = 0.25 and
θ = π/4 compared with iMPS results. In this intermediate-
coupling region the perturbation results oscillate strongly, so
that the position of the minimum for E

[6]
h (k) to estimate μ− =

min{E[6]
h (k)} shift from negative (star symbol) to positive

(cross symbol) momentum, while iMPS data still indicate that
the minimum should be located at the negative momentum as
in the case of t/U < 0.25. This sudden change of the location
of minima leads to the artificial upturns of the strong-coupling
expansions in the intermediate-coupling region of Fig. 4.

APPENDIX C: CORRELATION FUNCTION

In this Appendix we will give the strong-coupling expres-
sions for the boson and anyon correlation functions. Note that
in the anyonic case Eq. (31) should be taken into account.
As explained in the main text, we employ the Harris-Lange

transformation and obtain Cb/a(r) for the distance r = 1 to 4
up to 4th order in x = t/U as

Cb(1) = x(2 + 2e−iθ ) + x3(−18 + 6eiθ − 4e−iθ + 8e−2iθ ),

(C1)

Cb(2) = x2(2 + 12e−iθ + 4e−2iθ )

+ x4

(
76

3
+ 32

3
eiθ − 200e−iθ + 76

3
e−2iθ

)
,

(C2)

Cb(3) = x3(2 + 30e−iθ + 48e−2iθ + 8e−3iθ ) , (C3)

Cb(4) = x4(56e−iθ + 216e−2iθ + 160e−3iθ + 16e−4iθ ) ,

(C4)

and

Ca(1) = 4x + x3(−48 + 20e−iθ + 20eiθ ) , (C5)

Ca(2) = x2(12 + 6eiθ )

+ x4

(
−704

3
+ 136

3
e2iθ − 88

3
eiθ + 112e−iθ

)
,

(C6)

Ca(3) = x3(32 + 8e2iθ + 48eiθ ) , (C7)

Ca(4) = x4(80 + 240eiθ + 120e2iθ + 10e3iθ ) . (C8)

Finally, the Fourier transforms of Eqs. (C1)–(C4) [(C5)–
(C8)] provide us with the momentum distribution func-
tion (36) [(37)].

These two-point functions can be compared directly with
the iDMRG data for χ = 100. Figure 8 demonstrates for
the real part that strong-coupling and iDMRG results are in
excellent agreement for all fractional angles θ at x = 0.05.

[1] J. M. Leinaas and J. Myrheim, Nuovo Cimento B 37, 1 (1977).
[2] F. Wilczek, Phys. Rev. Lett. 49, 957 (1982).
[3] D. C. Tsui, H. L. Stormer, and A. C. Gossard, Phys. Rev. Lett.

48, 1559 (1982).
[4] R. B. Laughlin, Phys. Rev. Lett. 50, 1395 (1983).
[5] F. D. M. Haldane, Phys. Rev. Lett. 67, 937 (1991).
[6] T. Keilmann, S. Lanzmich, I. McCulloch, and M. Roncaglia,

Nat. Commun. 2, 361 (2011).
[7] S. Greschner and L. Santos, Phys. Rev. Lett. 115, 053002

(2015).
[8] C. Sträter, S. C. L. Srivastava, and A. Eckardt, Phys. Rev. Lett.

117, 205303 (2016).
[9] G. Tang, S. Eggert, and A. Pelster, New J. Phys. 17, 123016

(2015).
[10] J. Arcila-Forero, R. Franco, and J. Silva-Valencia, Phys. Rev. A

94, 013611 (2016).

[11] W. Zhang, S. Greschner, E. Fan, T. C. Scott, and Y. Zhang,
Phys. Rev. A 95, 053614 (2017).

[12] S. Ejima, H. Fehske, F. Gebhard, K. zu Münster, M. Knap,
E. Arrigoni, and W. von der Linden, Phys. Rev. A 85, 053644
(2012).

[13] B. Damski and J. Zakrzewski, Phys. Rev. A 74, 043609 (2006).
[14] N. Elstner and H. Monien, arXiv:cond-mat/9905367.
[15] S. R. White, Phys. Rev. Lett. 69, 2863 (1992).
[16] I. P. McCulloch, arXiv:0804.2509.
[17] U. Schollwöck, Ann. Phys. (NY) 326, 96 (2011).
[18] J. Haegeman, B. Pirvu, D. J. Weir, J. I. Cirac, T. J. Osborne, H.

Verschelde, and F. Verstraete, Phys. Rev. B 85, 100408 (2012).
[19] J. Haegeman, T. J. Osborne, and F. Verstraete, Phys. Rev. B 88,

075133 (2013).
[20] A. B. Harris and R. V. Lange, Phys. Rev. 157, 295 (1967).
[21] P. G. J. van Dongen, Phys. Rev. B 49, 7904 (1994).

063621-9

Article VI

83



FLORIAN LANGE, SATOSHI EJIMA, AND HOLGER FEHSKE PHYSICAL REVIEW A 95, 063621 (2017)

[22] T. D. Kühner, S. R. White, and H. Monien, Phys. Rev. B 61,
12474 (2000).

[23] S. Ejima, H. Fehske, and F. Gebhard, Europhys. Lett. 93, 30002
(2011).

[24] Y. Hao, Y. Zhang, and S. Chen, Phys. Rev. A 78, 023631 (2008).
[25] J. K. Freericks, H. R. Krishnamurthy, Y. Kato, N. Kawashima,

and N. Trivedi, Phys. Rev. A 79, 053631 (2009).

[26] F. Lange, S. Ejima, and H. Fehske, Phys. Rev. Lett. 118, 120401
(2017).

[27] S. Ejima, H. Fehske, and F. Gebhard, J. Phys.: Conf. Ser. 391,
012143 (2012).

[28] K. zu Münster, F. Gebhard, S. Ejima, and H. Fehske, Phys. Rev.
A 89, 063623 (2014).

[29] http://itensor.org/.

063621-10

2 Thesis articles

84



PHYSICAL REVIEW B 97, 060403(R) (2018)
Rapid Communications

Finite-temperature dynamic structure factor of the spin-1 XXZ chain with single-ion anisotropy

Florian Lange, Satoshi Ejima, and Holger Fehske
Institut für Physik, Ernst-Moritz-Arndt-Universität Greifswald, D-17489 Greifswald, Germany

(Received 4 December 2017; published 12 February 2018)

Improving matrix-product state techniques based on the purification of the density matrix, we are able to
accurately calculate the finite-temperature dynamic response of the infinite spin-1 XXZ chain with single-ion
anisotropy in the Haldane, large-D, and antiferromagnetic phases. Distinct thermally activated scattering processes
make a significant contribution to the spectral weight in all cases. In the Haldane phase, intraband magnon
scattering is prominent, and the on-site anisotropy causes the magnon to split into singlet and doublet branches.
In the large-D phase response, the intraband signal is separated from an exciton-antiexciton continuum. In the
antiferromagnetic phase, holons are the lowest-lying excitations, with a gap that closes at the transition to the
Haldane state. At finite temperatures, scattering between domain-wall excitations becomes especially important
and strongly enhances the spectral weight for momentum transfer π .

DOI: 10.1103/PhysRevB.97.060403

The spin-S XXZ Heisenberg chain, defined by the Hamilton
operator

ĤXXZ =
∑

j

[
J

2
(Ŝ+

j Ŝ−
j+1 + Ŝ−

j Ŝ+
j+1) + JzŜ

z
j Ŝ

z
j+1

]
, (1)

is perhaps the most fundamental model in the study of low-
dimensional magnetism. Here, the experimentally quite often
realized and, regarding the nature of the excitations, very
different casesS = 1/2 andS = 1 are of particular importance.
Haldane’s conjecture [1] states that, at the isotropic point,
the ground state of a chain with integer spin is gapped
while that of a half-integer spin chain is gapless. Motivated
by this, there has been a continued interest in the distinct
properties of the spin-1 chain. Unlike its spin-1/2 counterpart,
however, for which numerous exact results can be obtained
via the Bethe ansatz, the spin-1 chain is not integrable and
one often has to rely on numerical calculations. Nevertheless,
the ground-state phase diagram of the spin-1 chain is now
well established. For an antiferromagnetic interaction (Jz >

0) and when taking an additional single-ion anisotropy into
account, the model exhibits Haldane, large-D, and antiferro-
magnetic (Néel) phases. These phases are realized by different
compounds with Ni2+ ions, opening up the possibility to
directly compare the theoretical predictions with experimental
data. Examples are Ni(C2H8N2)2NO2(ClO4) (the so-called
NENP) [2,3] and SrNi2V2O8 [4,5] for the Haldane phase,
NiCl24SC(NH2)2 (DTN) [6,7] for the large-D phase, and
NiCl3C6H5CH2CH2NH3 [8] for the antiferromagnetic phase.
Inelastic neutron scattering provides maybe the most com-
prehensive experimental characterization of such materials. In
this case, the measured quantity is the dynamic spin structure
factor which contains detailed information about the systems’
excitation spectrum.

From the theory side, a very reliable calculation of the
magnetic response of one-dimensional spin systems can be
performed, at zero temperature, by means of the numeri-
cal density-matrix renormalization group technique [9,10].

However, to more closely approximate the conditions in real
experiments, it is desirable to take finite-temperature effects
into account, such as the shift and broadening of spectral
lines or the intraband scattering recently predicted for the
Haldane chain with Jz/J = 1 [11]. A standard approach for the
calculation of finite-temperature dynamics is based on evolving
the purification of the density matrix in real time [12,13].
The main limitation of this method is the reachable time
scale because of the entanglement growth out of equilibrium.
A partial remedy for this is given by using time-translation
invariance [14] and a backwards time evolution on the auxiliary
sites [15].

In this Rapid Communication, we combine these techniques
with the infinite boundary conditions (IBCs) originally in-
troduced for zero-temperature calculations [16–18], to obtain
the finite-temperature, momentum- and energy-resolved spin
structure factor of the anisotropic spin-1 chain directly in the
thermodynamic limit. An improved scheme for the evaluation
of the time-dependent correlation functions thereby allows us
to significantly reduce the numerical effort when exploiting
time-translation invariance.

Hereinafter, we will first recapitulate the main previous
results for the antiferromagnetic spin-1 chain with single-ion
anisotropy. Then our numerical approach will be outlined, and
finally we will present and discuss our findings for the dynamic
spin structure factor in three different parameter regimes,
corresponding to the Haldane, large-D, and antiferromagnetic
quantum phases.

The Hamilton operator of the spin-1 XXZ chain with single-
ion anisotropy D is

Ĥ = ĤXXZ + D
∑

j

(
Ŝz

j

)2
. (2)

Assuming a positive exchange parameter J > 0, the ground-
state phase diagram of the model (2) for Jz/J > 0 consists
of three gapped phases [19]. At the isotropic point (D =
0, Jz/J = 1), the ground state belongs to the symmetry-
protected topological Haldane phase [20,21]. A transition
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to the topologically trivial large-D phase that includes the
product state with Sz = 0 at every site takes place for strong
on-site positive anisotropy D/J . Lastly, a long-range ordered
antiferromagnetic phase exists at negative D/J or exchange
anisotropy Jz > J .

Tackling (2) at finite temperatures T = 1/β, within the
so-called purification method, the density matrix ρ of the
system is regarded as the reduced density matrix of a pure
state |ψ〉 in an enlarged Hilbert space with twice as many
sites, ρ = TrQ|ψ〉〈ψ〉, where trace is taken over the space
Q spanned by the auxiliary sites. To obtain the equilibrium
density matrix at T , one first constructs a matrix-product state
(MPS) representation of a state |ψ∞〉 corresponding to the
infinite-temperature density matrix and then carries out an
imaginary time evolution |ψβ〉 = e−βĤ/2|ψ∞〉 on the physical
subsystem. A possible choice for |ψ∞〉 in the grand canonical
ensemble is a state where each physical site is in a maximally
entangled state with an auxiliary site. When the physical and
auxiliary sites are arranged alternately, such a state has a simple
MPS representation that can be easily constructed. Then, for
any nearest-neighbor Hamiltonian, the time evolution can be
carried out with, for example, a Suzuki-Trotter decomposition
and swap gates [22].

To avoid boundary effects, the purification method can be
applied directly in the thermodynamic limit by using infinite
MPS (iMPS) that are invariant under the translation by a
unit cell. This also reduces the number of MPS parameters
since only a small unit cell is needed. For the time evolution,
one can employ the infinite time-evolving block decimation
method [23,24]. However, since the imaginary time evolution
is not unitary, the canonical form of the iMPS is lost after
each time step, which leads to a rapidly growing error due
to large truncations. One should therefore make use of a
reorthogonalization procedure [25] to restore the canonical
form.

Dynamic properties can be calculated similarly to the T = 0
case by switching to real-time evolution, but a fast growth
of the entanglement usually restricts the simulations to short
time scales. Several methods have been devised to extend
the range of the simulations. A significant improvement is
achieved evolving the auxiliary system in reverse time to
slow down the entanglement growth [15]. Additionally, time-
translation invariance can be used to spread the time evolution
to two MPS and increase the simulated time approximately
by a factor of 2 [14,15]. In equilibrium, the reverse time
evolution on the auxiliary system completely cancels the effect
of the physical time evolution for any inverse temperature
β. When a local perturbation is applied to |ψβ〉, only the
tensors of the MPS in the region over which the perturbation
has spread need to be updated during the time evolution. It
is therefore possible to use IBCs to avoid finite-size effects
in the calculation of dynamic correlation functions. IBCs are
also advantageous when calculating correlation functions by
using time-translation invariance. In that case, both operators
are fixed so that a separate simulation would be necessary for
each distance if open boundary conditions are used. For IBCs,
however, we can exploit the spatial translation invariance to
shift both states relative to each other and obtain the correlation
function at arbitrary distance. An MPS with IBCs can be

FIG. 1. Graphical representation of Eq. (4). The blue symbols
represent the tensors in the finite window that distinguishes between
|ψA〉 and |ψB〉 while the gray tensors represent the iMPS unit cell.

written as

|ψ〉 =
∑

σ

· · · ��σ0A[1]σ1 · · ·A[N]σN �σN+1� · · · |σ 〉, (3)

where σj labels the basis states of the local Hilbert space at site
j . The infinitely repeated iMPS unit cell is defined by � and �,
and only the tensors A[j ] in a finite window are updated during
the time evolution. For two different states |ψA〉 and |ψB〉 with
tensors A[j ] and B[j ], respectively, and the same iMPS unit
cell, we have

〈ψB |T̂−r |ψA〉 =
∑
{σ }

Tr

[
A[1]σ1 · · ·A[N]σN

(
r∏

d=1

�σN+d �

)

×B[N]σN+r† · · ·B[1]σr+1†
(

r∏
d=1

�σr+1−d†�

)]
,

(4)

where T̂r is the translation operator for a shift by r sites and
N is the number of sites in the window. Graphically, this can
be represented as shown in Fig. 1. To calculate the dynamic
correlation function for some operator Ô, one can identify
|ψA〉 = e−i(t/2)Ĥ Ôj |ψβ〉 and |ψB〉 = e+i(t/2)Ĥ Ôj |ψβ〉 so that
Eq. (4) gives 〈Ô†

j+r (t)Ôj (0)〉, provided one also applies the
auxiliary time evolution. In our simulations, the expectation
values are taken in the grand canonical ensemble. While we
restrict ourselves to gapped phases, the purification method
can be applied to gapless phases as well. In that case, the bond
dimension required to approximate the equilibrium density
matrix with a fixed accuracy would scale polynomially with
the inverse temperature β instead of saturating at large β as for
gapped phases [26].

The longitudinal and transversal dynamic spin structures
factors we are interested in are defined as

Szz(k,ω) =
∫ ∞

−∞
dt

∑
r

ei(kr−ωt)
〈
Ŝz

j+r (t)Ŝz
j (0)

〉
, (5)

S+−(k,ω) = 1

2

∫ ∞

−∞
dt

∑
r

ei(kr−ωt)〈Ŝ+
j+r (t)Ŝ−

j (0)〉. (6)

We calculate the time-dependent correlation functions in
Eqs. (5) and (6) with the method described above and, to reach
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FIG. 2. Finite-temperature dynamic structure factor in the Hal-
dane phase (Jz = J ) in units of J −1. The temperature T/J = 0.4; the
on-site anisotropy D/J = −0.04 in (a), (b) and D/J = 0.2 in (c),
(d). All spectral functions are convoluted with a Gaussian of width
0.1J .

a higher resolution, extrapolate the data to larger times using
linear prediction [10]. The MPS simulations usually take a
couple of days to finish on a modern cluster when using a
parallel time-evolving block decimation implementation.

For the Haldane phase, we assume an isotropic ex-
change (Jz/J = 1) and two realistic values of the single-ion
anisotropy, D/J = −0.04 and D/J = 0.2, corresponding to
the compounds SrNi2V2O8 [5] and NENP [27], respectively.
Since these values are close to the isotropic point already
studied in Ref. [11], we restrict ourselves to a single inter-
mediate temperature T/J = 0.4. Figure 2 gives the results for
the dynamic structure factors (5) and (6) (see also Ref. [28] for
constant-momentum cuts). The on-site anisotropy causes the
magnon to split into a singlet branch (Sz = 0) and a doublet
branch (Sz = ±1), which show up in Szz(k,ω) and S+−(k,ω),
respectively. For positive D, the singlet gap is larger than the
doublet gap, while the situation is reversed for negative D. At
finite temperature, there is an additional spectral weight below
the magnon bands, which in the longitudinal (transversal)
structure factor is caused by intraband (interband) scattering.
The splitting of the magnon branch shifts the position of
the interband signal in S+−(k,ω) compared to the intraband
response seen in Szz(k,ω), so that the spectral weight for zero
momentum transfer is centered at a small finite energy. For
the considered D values we find only a small effect of the
anisotropy and essentially reproduce the result of Ref. [11]
with the system size L = 32 and open boundary conditions.
Note, however, that the edge-state modes of Ref. [11] are absent
because our simulations are done in the thermodynamic limit.

We now choose an anisotropy D/J = 2 strong enough for
the system to be in the topologically trivial large-D phase
(see Fig. 3). The lowest-lying excitations in the large-D phase
can be viewed as single up or down spins that move in a

FIG. 3. Dynamic spin structure factor in the large-D phase for
D/J = 2. Again, Jz/J = 1. (a), (b) Zero-temperature data obtained
by pure-state MPS techniques are contrasted with the results for (c),
(d) T/J = 0.4 and (e), (f) 1.

background of sites with Sz = 0. These excitations have been
called excitons and antiexcitons [29]. At zero temperature, the
longitudinal structure factor Szz(k,ω) consists of an exciton-
antiexciton continuum and possibly a bound state due to the
attractive interaction between opposite spins [29]. For the
parameters taken in Fig. 3, a bound state occurs at momenta k �
π/2. When the temperature is increased, the dynamic structure
factor broadens and the contributions of the bound state and the
continuum become indistinguishable. Similar to the thermal
intraband magnon scattering in the Haldane phase, intraband
scattering of excitons and antiexcitons at finite temperature
produces additional spectral weight at low energies that is
separated from the exciton-antiexciton continuum. When D/J

is lowered, the single-exciton gap decreases, which results in
a smaller distance between the intraband-scattering peak and
the exciton-antiexciton continuum. In the zero-temperature
transversal structure factor S+−(k,ω), most of the spectral
weight is concentrated in the single-exciton branch that lies
below the three-particle continuum. At finite temperature, the
single-exciton line broadens and eventually merges with the
continuum. Since only matrix elements between states whose
total Sz differ by one contribute to S+−(k,ω), no intraband
scattering is observed in the transversal structure factor. For
small momenta k ≈ 0, however, an additional peak appears
slightly below the single-exciton line that is likely caused by
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FIG. 4. Dynamic spin structure factor in the antiferromagnetic
phase. Model parameters are D/J = 0.2 and Jz/J = 2. We use
T/J = 0, 0.4, and 1 as in Fig. 3.

transitions between excitons and exciton-antiexciton bound
states.

For the dynamic magnetic response in the antiferromagnetic
phase, both magnons and domain-wall excitations that connect
two parts of the chain with different antiferromagnetic order
are relevant. Following Ref. [30], we call these domain-wall
states holons and spinons. The spin configuration of a holon
(spinon) state can be schematically written as | · · · + − + σ −
+ − · · · 〉 with σ = 0 (σ = ±1), where 0 denotes a site with
Sz = 0 and ± a site with Sz = ±1. Holons are the lowest-
lying excitations and their energy gap closes at the transition
to the Haldane phase [30]. Scattering between domain-wall

excitations becomes important at finite temperature, similar
to the Villain mode [31] in the antiferromagnetic phase of
spin-1/2 chains. The MPS simulations take states with an odd
number of domain walls into account. In principle, it should be
possible to exclude these states from the calculation by adding
a small staggered magnetic field.

Figure 4 shows the dynamic spin structure factors for
D/J = 0.2 and Jz/J = 2. In the zero-temperature longitu-
dinal structure factor Szz(k,ω), a bound state can be seen for
k � π/2. It merges with the two-holon continuum for higher
momenta. The small spectral weight above the bound state
for k � π/2 corresponds to the two-spinon continuum. At
finite temperatures, additional spectral weight shows up at
low energies, which again can be related to intraband scat-
tering. Holons are expected to provide the largest contribution.
Most strikingly, the thermal intraband scattering leads to a
strong increase of the longitudinal structure factor Szz(k,ω)
around k = π and ω = 0 [see Figs. 4(c) and 4(e)]. When
the temperature is increased, two separate peaks below the
zero-temperature response become visible. From the disper-
sion relations of these excitations, one can deduce that the
upper peak corresponds to holon intraband scattering and the
lower one to either spinon or magnon intraband scattering.
The transversal structure factor S+−(k,ω) at zero temperature
consists primarily of the single-magnon line and the spinon-
holon continuum. Additional low-energy contributions occur
for finite temperature. At low temperatures, the scattering
between holons and spinons should be most significant. The
momentum dependence of the spectral weight is weaker than
for the intraband holon-scattering signal in Szz(k,ω).

To summarize, applying infinite boundary conditions to the
time-dependent density-matrix renormalization group tech-
nique at finite temperatures, the dynamic spin structure factor
has been analyzed for the Haldane, large-D, and antiferro-
magnetic (Néel) phases of the spin-1 XXZ chain with on-site
anisotropy. In each case, the finite-temperature result differs
markedly from the one at zero temperature because of ther-
mally activated scattering processes. Our results reveal that fur-
ther high-resolution inelastic neutron scattering experiments
would be highly desirable to detect the thermally enhanced
spectral weight and prove the differences in the magnetic
response between the various spin-1 chain compounds.

MPS simulations were performed using the ITensor library
[32]. F.L. was supported by Deutsche Forschungsgemeinschaft
through Project No. FE 398/8-1.
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Supplemental material

Constant-momentum cuts

To allow a better comparison with other theoretical
results and experimental data, we plot the dynamic spin
structure factor at selected constant momentum trans-
fer. Fig. S1 shows the spectral functions in the Haldane
phase for k = π/2 and temperature T/J = 0.4, where
both a coherent magnon mode and an intraband signal
can be observed. For single-ion anisotropy D/J = 0.2,
the dynamic structure factor differs noticeably from the
isotropic case. In particular, only a single peak appears
in the longitudinal part Szz(k, ω) [Fig. S1(a)]. The effect
of an anisotropy D/J = −0.04 is instead negligible.

Constant-momentum cuts of the dynamic structure
factor in the large-D phase are presented in Fig. S2. At fi-
nite temperature, an intraband signal is clearly visible in
the longitudinal response Szz(k, ω) [panels (a) and (b)].
On the other hand, only a small additional peak directly
below the exciton line shows up for small momentum
in the transversal response S+−(k, ω) [Fig. S2(c)]. The
thermal shift of the exciton mode in S+−(k, ω) depends
on the momentum. For k = 0 and k = π/2, the peak
moves to lower energy, while it moves to higher energy
for k = π.

Fig. S3 shows the dynamic structure factor for Jz/J =
2 and D/J = 0.2 in the antiferromagnetic phase. Be-
cause of the relatively large gap, the quasi-particle peaks
are only weakly affected when the temperature is changed
from T = 0 to T/J = 0.4. Further increasing the temper-
ature to T/J = 1, however, leads to a noticeable broad-
ening. As in the other phases, low energy contributions
to the structure factor show up at finite temperature
that can be attributed to thermally activated scattering
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FIG. S1. Finite-temperature dynamic spin structure factor in
the Haldane phase at fixed momentum k = π/2 and tempera-
ture T/J = 0.4 for different values of the single-ion anisotropy
D. Like in the main text, all spectral functions are convoluted
with a Gaussian of width 0.1J and shown in units of J−1.
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FIG. S2. Momentum cuts of the dynamic spin structure factor
in the large-D phase for D/J = 2 and Jz/J = 1.

processes. In particular, we see two additional peaks in
the longitudinal structure factor Szz(k, ω) at momentum
k = π/2 [Fig. S3(a)].

Comparison with nonlinear sigma model predictions

We now consider the isotropic Heisenberg chain
(Jz/J = 1, D = 0) for which analytical predictions based
on the nonlinear sigma model (NLSM) are available. Fig-
ure S4 shows the single-magnon peak in the dynamic spin
structure factor at momentum k = π. When the temper-
ature is increased, the magnon line shifts and broadens,
and the line shape becomes asymmetric, with a larger
spectral weight at high energies. Such an asymmetry has
also been obtained in the O(3) NLSM [S2]. We compare
the thermal shift of the magnon line in our numerical re-
sults with the NLSM calculation of Ref. [S1]. To take the
asymmetric line shape into account, we define the line po-
sition as the energy corresponding to the full width at half
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FIG. S3. Momentum cuts of the dynamic structure factor in
the antiferromagnetic phase for D/J = 0.2 and Jz/J = 2.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
0

4

8

12

16

ω/J

S
(π
,ω

)

T/J = 0.1
T/J = 0.2
T/J = 0.3
T/J = 0.4

0 0.2 0.4 0.6

0.4

0.6

0.8

1

T/J

∆
(T

)

NLSM

MPS

FIG. S4. Dynamic structure factor in the isotropic Heisenberg
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inset compares the position of the numerically obtained single-
magnon line (open symbols) with a nonlinear sigma model
prediction [S1].

maximum. Our results for the thermal shift agree qual-
itatively with the activated behaviour predicted by the
NLSM. However, the NLSM description seems to overes-
timate the energy shift already for low temperatures. In
contrast to the present results, a quantum Monte Carlo
study [S3] has found an almost perfect agreement with
the NLSM results for temperatures up to T/J ≈ 0.4.
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Dynamic response of spin-2 bosons in one-dimensional optical lattices

Florian Lange, Satoshi Ejima, and Holger Fehske
Institut für Physik, Universität Greifswald, 17489 Greifswald, Germany

We investigate the spin-2 chain model corresponding to the small hopping limit of the spin-
2 Bose-Hubbard model using density-matrix-renormalization-group and time-evolution techniques.
We calculate both static correlation functions and the dynamic structure factor. The dynamic
structure factor in the dimerized phase differs significantly between parameters near the SU(5)-
symmetric point and those deeper in the phase where the dimerization is strong. In the former case,
most of the spectral weight is concentrated in a single excitation line, while in the latter case, a broad
excitation continuum shows up. For the trimerized phase, we find gapless excitations at momenta
k = ±2π/3 in agreement with previous results, although the visibility of these excitations in the
dynamic spin response depends strongly on the specific parameters. We also consider parameters
for specific atoms which may be relevant for future optical-lattice experiments.

I. INTRODUCTION

After the realization of the Bose-Hubbard model and
its superfluid-Mott insulator transition [1], there have
been many proposals to extend experiments with optical
lattices to other systems [2, 3]. One approach is to make
use of the hyperfine spin of alkali atoms to add a spin-
1 or spin-2 degree of freedom to the particles [4, 5], as
has already been done in experiments with Bose-Einstein
condensates [6–9]. Such systems are expected to be de-
scribed by generalizations of the Bose-Hubbard model
with additional spin-dependent interactions. These in-
teractions could give reason to much richer phase dia-
grams, which makes the models interesting also from a
theoretical point of view [10–12].

The Mott insulating phases in a deep optical lattice
can be studied more easily in effective models of local-
ized spins [13]. Here, we are interested in the spin-2 chain
corresponding to spin-2 bosons in a one-dimensional lat-
tice at unit filling. In a mean-field approximation this
model realizes ferromagnetic, nematic and cyclic phases
that each break the spin-rotation symmetry in a different
way [11, 14]. However, a more reliable density-matrix-
renormalization-group (DMRG) study showed that in
one-dimension the nematic and cyclic phases are re-
placed, respectively, by dimerized and trimerized phases
conserving the spin-rotation symmetry [15]. This is in
agreement with the Mermin-Wagner theorem which for-
bids the spontaneous breaking of the continuous spin-
rotation symmetry in the case of nematic or cyclic order.

While the phase diagram has been established, the
static and dynamic properties of the spin-2 chain are
much less explored, also in comparison with its spin-1
counterpart. Especially the dynamic response should be
of interest in case the model could be realized experi-
mentally. For this reason, the primary objective of this
paper is to calculate the dynamic spin structure factor,
which gives valuable insight into the excitation spectrum
of this system, and should be accessible in future exper-
iments [16]. We restrict ourselves to the dimerized and
trimerized phases specific to one dimension.

II. MODEL AND METHOD

Bosonic atoms with a fixed hyperfine spin S = 2 in an
optical lattice are expected to be described by the spin-2
Bose-Hubbard model

ĤB = −t
∑

jσ

(b̂†jσ b̂j+1,σ + H.c.) +
∑

j

∑

n=0,2,4

gnP̂
n
j , (1)

where b̂†jσ (b̂jσ) are bosonic creation (annihilation) oper-

ators and σ ∈ {−2,−1, 0, 1, 2} is the z projection of the
hyperfine spin. The interaction term consists of projec-
tion operators P̂nj onto the subspace of states with total
spin n at site j. It describes s-wave scattering between
the particles, and the interaction strengths gn are, up
to constant factor, the scattering lengths for the corre-
sponding channel [14].

We study the limit of small hopping at unit filling and
assume that the interaction strengths are such that the
ground state has a uniform density. The effective spin-2
chain for this limit in second-order perturbation theory
is

Ĥ =
∑

j

∑

n=0,2,4

εnP̂
n
j,j+1 . (2)

Here, P̂nj,j+1 is the projection operator onto the subspace
of states with total spin n between sites j and j+ 1, and
εn = −4t2/gn. We assume εn < 0 since other param-
eter regions are not accessible with spin-2 bosons. The
phase diagram for this model obtained in Ref. [15] can be
summarized as follows (cf. Fig. 1): If the term propor-
tional to ε0 is dominant, the system is in a spontaneously
dimerized gapped phase. The ε2 term instead favors a
gapless phase which has a trimerized ground state for fi-
nite systems. Lastly, a sufficiently large ε4 term leads to
ferromagnetic order.

The dimerized and trimerized phases both have the
full spin-rotation symmetry in the ground state. In the
dimerized phase, the symmetry under translation by one
site is spontaneously broken while the symmetry under
bond-centered reflection is conserved. This is captured
by the order parameter

OD = |〈ĥj − ĥj+1〉|/|〈ĥj + ĥj+1〉| , (3)
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FIG. 1. Schematic phase diagram of the model (2) as a
ternary plot of the variables (ε0, ε2, ε4)/(ε0 + ε2 + ε4) [15].
The circles labeled by (a)-(f) indicate the model-parameter
values used in the corresponding panels of Fig. 4.

where ĥj =
∑
n=0,2,4 εnP̂

n
j,j+1 is the nearest-neighbor

term in the Hamiltonian acting on the sites j and j + 1.
A dimerized phase also occurs in the model describing
spin-1 bosons, the spin-1 bilinear-biquadratic chain [17].
It has long been debated for this model whether there
is a direct transition to the ferromagnet or an interme-
diate disordered nematic phase exists [18–20]. Recent
numerical calculations indicate the absence of a nematic
phase but find a very small dimerization near the tran-
sition [21]. Here, we take a similar view for the spin-2
model, although the distinction between a weakly dimer-
ized phase and a uniform nematic phase is difficult to
detect numerically.

The name of the trimerized phase originates from the
period-3 structure seen for finite systems in the bond ob-
servables such as nearest-neighbor spin correlations [15].
In the thermodynamic limit, this structure disappears
and the lattice symmetry is unbroken. Additionally the
excitation gap vanishes unlike in the dimerized phase.
The trimerized phase does not occur in spin-1 bosons
but resembles the gapless phase in a different parameter
region of the bilinear-biquadratic chain. It was shown
numerically to be described by the SU(3)1 Wess-Zumino-
Witten field theory with central charge c = 2 [22]. In the
same work, exact-diagonalization spectra were provided
which exhibit minima at k = ±2π/3. The excitations
at these momenta are expected to become gapless in the
thermodynamic limit, which can serve as a signature of
the phase in the dynamic spin response.

At the point ε0 = ε2 = ε4, where the three phases meet,
the symmetry of the Hamiltonian (2) becomes SU(5) and
the ground state is highly degenerate [11, 12]. The de-
generacy is lifted, however, when moving into the dimer-
ized or the trimerized phase. Only a twofold degeneracy
due to the broken translation symmetry remains in the
dimerized phase. In the spinful Bose-Hubbard model,
from which the effective Hamiltonian (2) is derived, the
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FIG. 2. Spin-spin (a) and quadrupolar (b) correlation func-
tions defined in Eq. (4) and (5) for the dimerized phase. A
bond dimension of χ = 4000 was used in the iDMRG cal-
culations. The insets display the same results using a semi-
logarithmic representation. In (c), the dimerization order pa-
rameter OD (3) is shown as a function of ε2/ε0.

SU(5)-symmetric point corresponds to the absence of any
spin-dependent interactions.

Accurate numerical results for the ground states
of one-dimensional systems can be obtained with the
DMRG which is based on a matrix-product-state (MPS)
ansatz [23, 24]. Here, we employ the infinite DMRG
(iDMRG) that works directly in the thermodynamic limit
and approximates the ground state by an infinite MPS
(iMPS) [25, 26]. Similarly to the finite-system DMRG,
the accuracy of the approximation is determined by the
so-called bond-dimension χ. For details of the numerical
method, see Ref. [24]. The iMPS ansatz is well suited
to describe gapped ground states but cannot capture the
power-law decay of correlations in critical phases. Never-
theless, even for gapless states the correlation functions
are correctly reproduced up to a finite distance that in-
creases with the bond dimension χ [26]. It is therefore
possible to obtain reliable information about the critical
properties with the iDMRG method [27].

Static correlation functions can be calculated directly
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from the iMPS ground state. To obtain the dynamic
structure factors, we use the iMPS as input for a time-
evolving-block-decimation simulation [28] with infinite
boundary conditions [29]. We spread the time evolution
to two separate states in order to reach longer times and
thereby a better resolution in frequency space [30, 31].
Furthermore, we use linear prediction to extrapolate
the calculated dynamic correlation functions to longer
times [32]. This can be done reliably, if the spectrum
consists of a small number of sharp excitation peaks.

III. STATIC CORRELATIONS

Figure 2 shows the iDMRG results for the static spin-
spin correlation function

Kzz(r) = 〈Ŝzj+rŜzj 〉 , (4)

and for the quadrupolar correlation function

Qzz(r) = 〈[(Ŝzj+r)2 − 2][(Ŝzj )2 − 2]〉 , (5)

in the dimerized phase [see Fig. 2(b)]. The latter is of in-
terest, since quadrupolar ordering occurs in the nematic
phase for similar parameters in higher-dimensional ver-
sions of the model [11]. For simplicity, we consider only
parameter points on the line ε2 = ε4. Since the dimerized
phase is gapped, the correlations fall off exponentially at
long distances. Near the SU(5) point ε2/ε0 = 1, how-
ever, the correlation length is quite large, as can be seen
in the quadrupolar correlations Qzz(r). Both functions
Kzz(r) and Qzz(r) are more or less smooth for ε2/ε0 . 1
but develop a period-2 structure when ε2/ε0 is decreased.
This is indicative of the dimerization, which can be more
clearly detected by the order parameter OD defined in
Eq. (3) [see Fig. 2(c)]. We find that OD is almost zero for
ε2/ε0 & 0.7 but quickly increases for smaller values. Sim-
ilar behavior of the order parameter OD and dominance
of quadrupolar correlations have also been observed in
the spin-1 bilinear-biquadratic chain near the transition
between ferromagnet and dimerized phase [20, 21].

Results for the trimerized phase are displayed in Fig. 3.
Here, we choose ε0 = ε4 and analyze the dependence on
0 ≤ ε0/ε2 < 1. The spin-spin correlations again fall off
smoothly near the SU(5) point but now show a period-3
structure deeper in the phase. In contrast to the dimer-
ized phase, the correlations decrease with a power-law,
as can be seen in the inset of Fig. 3. Note that the
quadrupolar correlation functions do not decrease notice-
ably slower than the spin-spin correlations (not shown).

The DMRG implementation explicitly enforces the
U(1) symmetry of Sz-conservation but not the full SU(2)
symmetry of spin rotations. Nevertheless, the ground
state approximation fulfills the spin-rotation symmetry
to high accuracy in the dimerized phase. In the gap-
less trimerized phase, the iDMRG converges to a state
with broken spin symmetry. However, the dipolar and
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FIG. 3. Spin-spin correlation function (4) in the trimerized
phase. The inset uses a log-log scale for the same data.

quadrupolar order parameters vanish, i.e., 〈Ŝαj 〉 = 0,

〈Q̂α,βj 〉 = 0, where Q̂α,βj = Ŝαj Ŝ
β
j +Ŝβj Ŝ

α
j −4. The symme-

try breaking shows up only in higher powers of the spin
operators, e.g. 〈(Ŝzj )3〉 6= 〈(Ŝxj )3〉. This is likely related
to the fact that the trimerized phase replaces the cyclic
phase in higher dimensions, where the spin-rotation sym-
metry breaks without dipolar and quadrupolar order oc-
curing [11, 33]. These discrepancies become smaller in-
creasing the bond dimension χ, and are expected to van-
ish for χ → ∞. Since we are mainly interested in the
dynamic spin-spin correlations, the artificial symmetry
breaking should not be problematic.

IV. DYNAMIC SPIN STRUCTURE FACTOR

The dynamic spin structure factor for a periodic chain
with N sites is defined by

S(k, ω) =
∑

n 6=0

|〈n|S̃zk |0〉|2δ(ω − (En − E0)) , (6)

where S̃zk = (1/
√
N)
∑
j e
ikjŜzj , and E0 (En) is the en-

ergy of the ground state (nth excited state). Since the
Hamiltonian conserves the spin-rotation symmetry, it is
not necessary to consider the other spin components sep-
arately. In our numerical calculations, we consider the
thermodynamic limit N →∞.

At the SU(5)-symmetric point ε0 = ε2 = ε4, the Hamil-

tonian can be written as Ĥ = (ε0/2)
∑
j(1 + P̂j,j+1),

where P̂j,j+1 exchanges the states of sites j and j + 1.
We therefore have elementary excitations with dispersion

ω(k)/|ε0| = 1− cos(k) , (7)

which show up in S(k, ω) as delta peaks. In the following
we will analyze how the dynamic spin response changes
when moving away from this point into either the dimer-
ized or the trimerized phase, again concentrating on pa-
rameters ε2 = ε4 and ε0 = ε4.
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FIG. 4. Dynamic structure factor S(k, ω) (6) in the dimer-
ized [(a)-(c)] and trimerized phases [(d)-(f)]. The parameters
used are indicated in the phase diagram of Fig. 1. In panel
(c), the exact onset of the excitation continuum according to
Eq. (8) is marked by the dashed line. The spectral functions
are convolved with a Gaussian function with σ = 0.075|ε0|
(σ = 0.075|ε2|) in the dimerized (trimerized) phase.

A. Dimerized phase

Let us begin by discussing the dimerized phase. It is
reasonable to assume that the dynamic structure factor
close to the SU(5) point shows a dispersion similar to
Eq. (7). On the other hand, the excitation spectrum at
the point ε2 = ε4 = 0 is known exactly, and it differs
significantly from the one at the SU(5) point. In partic-
ular, it is built from pairs of excitations, which lead to a
continuum in S(k, ω). Their dispersion is given by [34]

ω(k)/|ε0| =
√
A+B sin2(k) , (8)

where A ≈ 0.290 and B ≈ 9.725. Our iDMRG results
indicate that the ground state for ε2 = 0 is strongly
dimerized, nearly consisting of fully decoupled pairs of
nearest-neighbor singlets. In fact, the exact disper-
sion (8) roughly agrees with a simple estimate based on
a decoupled site moving as a domain wall through such
a fully dimerized state.

0 π/3 2π/3 π

k

0

1

2

ω
/
|ε 2
| 

0 π/2 π

k

0

1

2

ω
/
|ε 0
| 

0

4

8

1287Rb23Na(a) (b)

FIG. 5. Dynamic structure factor for parameters
calculated using the scattering lengths of Ref. [35],
namely (ε0, ε2, ε4)/(ε0 + ε2 + ε4) ≈ (0.43, 0.33, 0.24) and
(0.36, 0.34, 0.30) for 23Na and 87Rb, respectively. The Gaus-
sian broadening is as in Fig. 4.

Determining numerically the dynamic structure factor
S(k, ω), we can demonstrate how the excitation spectrum
changes between the two limits [Fig. 4(a)-(c)]. Near the
SU(5) point, up to at least ε2/ε0 = 2/3, the dynamic
structure factor S(k, ω) is indeed dominated by a sin-
gle excitation line, although a broad continuum below it
is also visible. The dispersion becomes linear at small
momenta but otherwise stays qualitatively similar to the
cosine form of Eq. (7). It is in fact very similar to the dis-

persion ω(k) ∝
√

[1− cos(k)]2 +A sin2(k) resulting from

a generalized spin-wave analysis around a nematically or-
dered mean-field state of a spin-1 chain [36, 37], even
though our ground state has no nematic order and we
consider a spin-2 model.

Going to smaller values of ε2/ε0, the dynamic response
changes more significantly. The energy gap becomes no-
ticeably larger and the spectral weight gets spread over
a wide excitation continuum, particularly for |k| > π/2.
The onset of the continuum in the limit ε2 = 0 is in excel-
lent agreement with the exact dispersion (8). Comparing
with Fig. 2, we find that the change in S(k, ω) coincides
with an increase in the dimerization strength OD.

B. Trimerized phase

Let us now discuss the dynamic structure factor in the
trimerized phase [Fig. 4(d)-(f)]. According to a previ-
ous analysis this phase is characterized by gapless exci-
tations with spin S = 0, 1, 2 at momenta k = ±2π/3 [22].
Numerically, we find that for ε0/ε2 = 2/3, the spectral
weight is still concentrated in a single line with a dis-
persion similar to that found in the dimerized phase.
Further away from the SU(5) point, for ε0/ε2 = 1/2,
a continuum of excitations appears at lower energies. In
particular, the gap closes at k = 2π/3 as anticipated in
Ref. [22]. Moving towards the limit ε0 = 0, the response
at k = 2π/3 becomes more pronounced.
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C. Relation to experiments

The parameters describing an optical lattice system
will depend on the scattering lengths of the particles.
With the values given in Ref. [35], one expects that 23Na
atoms develop a dimerized and 87Rb atoms a trimerized
state [15]. We have included results for these parameters
as examples for the two phases. One should note, how-
ever, that experiments have found a very short lifetime
for 23Na gases in the manifold with hyperfine spin S = 2,
which makes an actual realization of the corresponding
spin Hamiltonian unlikely [38]. Systems of 87Rb atoms
are more promising [39] although, to our knowledge, the
model (2) has not implemented so far. There are different
estimates for the scattering length of 87Rb in the litera-
ture [5, 39] but the deviations are rather small and we do
not expect them to notably affect the dynamic response
function.

For the 23Na parameters [Fig. 5(a)], the dynamic struc-
ture factor S(k, ω) seems to exhibit signatures of both
the weak and the strong dimerization limit, i.e., there is
a clear excitation line but also significant spectral weight
in the continuum below it. In agreement with this, the
dimerization order parameter takes an intermediate value
OD ≈ 0.14. For 87Rb [Fig. 5(b)], we do not see the
low-energy excitations at k = 2π/3 characteristic for the
trimerized phase. Instead, the dynamic structure factor
resembles that at the SU(5)-symmetric point with disper-
sion (7). Perhaps this is not surprising since, as shown in
Fig. 1, the 87Rb parameters lie close to the SU(5) point.

V. CONCLUSION

We have used time-dependent matrix-product-state
techniques to study the dynamic structure factor of a

spin-2 chain describing spinful bosons in optical lattices.
The spectra in the dimerized and the trimerized phases
are known to be qualitatively different. While the dimer-
ized phase is gapped, the trimerized one has gapless ex-
citations at momenta k = ±2π/3. In the dynamic spin
structure factor, however, these differences become ap-
parent only deeper into the respective phases. Near the
SU(5) point, where dimerized, trimerized and ferromag-
netic phases meet, the observed spectra are quite similar,
with a single dominant excitation line and, in the dimer-
ized phase, only a very small gap. As parameters further
away from this point correspond to relatively strong spin-
dependent interactions in the underlying spin-2 Bose-
Hubbard model, they may be difficult to realize exper-
imentally. Using the scattering lengths of Ref. [35], we
have carried out simulations for 87Rb and 23Na. The dy-
namic structure factor for the potentially feasible 87Rb
systems indeed shows only a single branch with a disper-
sion similar to the one at the SU(5) point.

So far we have considered only systems at zero tem-
perature in the limit of a deep optical lattice. In a real
experiment, however, temperature and hopping will be
finite and it would be interesting to see how this affects
the system’s properties. While it is possible to do this
with matrix-product-state techniques, the required com-
putational effort would be significantly higher than in the
present work.
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We employ matrix-product state techniques to numerically study the zero-temperature spin transport in a
finite spin- 1

2 XXZ chain coupled to fermionic leads with a spin bias voltage. Current-voltage characteristics are
calculated for parameters corresponding to the gapless XY phase and the gapped Néel phase. In both cases,
the low-bias spin current is strongly suppressed unless the parameters of the model are fine tuned. For the
XY phase, this corresponds to a conducting fixed point where the conductance agrees with the Luttinger-liquid
prediction. In the Néel phase, fine tuning the parameters similarly leads to an unsuppressed spin current with
a linear current-voltage characteristic at low bias voltages. However, with increasing the bias voltage, there
occurs a sharp crossover to a region where the current-voltage characteristic is no longer linear and a smaller
differential conductance is observed. We furthermore show that the parameters maximizing the spin current
minimize the Friedel oscillations at the interface, in agreement with the previous analyses of the charge current
for inhomogeneous Hubbard and spinless fermion chains.

DOI: 10.1103/PhysRevB.97.245124

I. INTRODUCTION

Besides the more usual semiconductor- and metal-based
spintronics, there have been proposals to use magnetic insula-
tors in spin-based devices [1–3]. An advantage of these systems
would be the absence of scattering due to conduction elec-
trons, which may allow spin-current transmission over longer
distances. Experiments have demonstrated the possibility to
electrically induce a magnon spin current at a Pt/Y3Fe5O12

interface by using the spin-Hall effect [1]. More recently, a
spin current has been driven through the spin- 1

2 -chain material
Sr2CuO3 by applying a temperature gradient [3]. This was
interpreted as a spinon spin current induced by the spin-
Seebeck effect.

A lot of research has been reported on the spin transport in
the antiferromagnetic spin- 1

2 XXZ chain, especially concern-
ing the question whether the dynamics are ballistic or diffusive
in the linear-response regime. At zero temperature, it is known
from the exact Bethe-ansatz calculations that the spin transport
is ballistic in the gapless phase and diffusive in the gapped
phase [4]. There is considerable analytical and numerical
evidence that this also holds true at any finite temperature
[5–9]. A possible exception is the SU(2) isotropic point for
which differing results have been obtained.

Here we study the finite-bias spin transport for a specific
setup with fermionic leads at zero temperature. To this end,
we employ the density-matrix renormalization group (DMRG)
[10] and the real-time evolution of matrix-product states (MPS)
via the time-evolving block decimation (TEBD) [11]. The
difference from previous studies of transport in finite spin
chains is our choice of the leads. In Refs. [12–14] boundary
driving modeled by a Lindblad equation was considered, which

allows the direct calculation of the nonequilibrium steady
state with matrix-product-operator techniques. Interestingly,
a negative differential conductance was observed for strong
driving in the gapped phase. Other studies have explored the
transport in inhomogeneous XXZ chains [15] and fermionic
quantum wires coupled to noninteracting leads, which map
to an XXZ chain through a Jordan-Wigner transformation
[16–20].

In setups with leads, the transport may be influenced by
backscattering at the interfaces which, for repulsive interac-
tions, can completely inhibit transport at low voltages and tem-
peratures [21,22]. In general, the strength of the backscattering
will depend in a nontrivial way on the parameters on either side
of the interface. In particular, it has been shown for typical
models of fermionic chains that conducting fixed points with
perfect conductance exist [19,23,24].

The primary concern of this paper is to numerically explore
the possibility of such conducting fixed points for our specific
setup of the junction. We consider both the gapless XY and the
gapped Néel phase of the spin- 1

2 XXZ chain. In the latter case,
the energy gap leads to insulating behavior at zero temperature.
One may then ask how the insulating state breaks down at finite
bias voltage and how the transport depends on the length of
the chain. The charge transport in a similar setup with a Mott-
insulating Hubbard chain has been addressed, e.g., in Ref. [25].
Here we show that conducting fixed points exist not only for
gapless but, in a sense, also for gapped spin chains. However,
beyond a low-bias region with nearly ideal conductance the
current-voltage curves at these fixed points are qualitatively
different in the two regimes, with a smaller conductance in the
gapped phase.
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The rest of this paper is organized as follows. In Sec. II
we introduce the model and describe the numerical method
employed. We then demonstrate in Sec. III the existence of
nontrivial conducting fixed points. To this end, we calculate
steady-state spin currents and Friedel oscillations at the inter-
face. In Sec. IV, current-voltage curves for the gapless and the
gapped regime are examined. Finally, Sec. V summarizes our
main results.

II. MODEL AND METHOD

We consider the spin transport through a spin-chain material
sandwiched between two conducting leads. The transport is
assumed to occur in the spin-chain direction and all interchain
couplings are neglected. Thereby, we end up with a one-
dimensional Hamiltonian

Ĥ0 = ĤS + ĤL1 + ĤL2 + ĤS−L1 + ĤS−L2 , (1)

with ĤS describing a single spin chain, ĤL1(L2) the left (right)
lead, and ĤS−L1(S−L2) the coupling between the spin chain and
the left (right) lead. From now on, we restrict ourselves to the
spin- 1

2 XXZ case so that

ĤS = J

NS−1∑
j=1

[
1

2
(Ŝ+

j Ŝ−
j+1 + Ŝ−

j Ŝ+
j+1) + �Ŝz

j Ŝ
z
j+1

]
, (2)

where NS is the number of sites of the spin chain, Ŝα
j is the

α (= x,y,z) component of the spin- 1
2 operator at site j , and

Ŝ±
j = Ŝx

j ± iŜ
y

j . The fermionic leads are modeled by semi-
infinite tight-binding chains at half-filling. Thus, the Hamilto-
nian for the left (right) lead is

ĤL1(L2) = −t
∑

σ=↑,↓

∑
j<0

(j>NS)

[ĉ†
jσ ĉj+1,σ + ĉ

†
j+1,σ ĉjσ ], (3)

where ĉjσ is the annihilation operator of an electron at
site j with spin σ (=↑ , ↓). For simplicity, the couplings
between the spin chain and the leads are assumed to be
identical to the exchange interaction inside the spin chain.
By defining the spin operators Ŝ+

j = ĉ
†
j↑ĉj↓, Ŝ−

j = ĉ
†
j↓ĉj↑, and

Ŝz
j = 1

2 (ĉ†
j↑ĉj↑ − ĉ

†
j↓ĉj↓) at tight-binding site j , the coupling

terms can be written as

ĤS−L1 = J

[
1

2
(Ŝ+

0 Ŝ−
1 + Ŝ−

0 Ŝ+
1 ) + �Ŝz

0Ŝ
z
1

]
(4)

and

ĤS−L2 = J

[
1

2

(
Ŝ+

NS
Ŝ−

NS+1 + Ŝ−
NS

Ŝ+
NS+1

) + �Ŝz
NS

Ŝz
NS+1

]
. (5)

We calculate the steady-state spin current that is generated
by applying a spin bias voltage V . As in Ref. [25], it is assumed
that the potential drops off linearly in the spin chain, which adds
the following term in the Hamiltonian (see also Fig. 1):

ĤV =
∑

j

Vj Ŝ
z
j , (6)

V/2

−V/2

t J J

J J t

FIG. 1. Schematic depiction of the setup defined by the Hamil-
tonian Ĥ0 + ĤV according to Eqs. (1) and (6). Blue (green) circles
indicate the spin chain (left and right leads). The red dashed line
denotes the spin bias potential, which linearly decreases inside the
spin chain.

where

Vj =

⎧⎪⎪⎨
⎪⎪⎩

V
2 , j � 0,

− V
NS+1j + V

2 , 1 � j � NS,

−V
2 , j � NS + 1 .

(7)

The operator of the local spin current is defined as

ĵ z
j =

⎧⎨
⎩

− it
2 ĉ†

j σz ĉj+1 + H.c. , j < 0 or j > NS,

iJ
2 Ŝ+

j Ŝ−
j+1 + H.c. , 0 � j � NS,

(8)

where ĉ†
j = (ĉ†

j↑,ĉ
†
j↓) and σz is the z component of Pauli

matrices [26]. Our transport simulations are carried out in
the zero-temperature limit. Then the system is initially in the
ground state at time τ = 0. More precisely, the time evolution
is started from the ground state of Ĥ0, where the spin chain
and the leads are already coupled, and the spin bias voltage
V is applied at τ = 0. As discussed in Refs. [18,27], other
setups are possible. For example, if one starts with the two
leads decoupled from the spin chain and turns on the coupling,
the transient behavior is different but the same steady-state
properties are obtained. If, instead, the system is in the ground
state with a finite spin bias V and the bias is switched off at τ =
0, different steady-state currents are expected for large V [27].

For the numerical calculation of the steady-state current, we
mostly follow the MPS-based approach of Refs. [18,25,27].
The DMRG and parallel TEBD are used, respectively, to
calculate the ground state of Ĥ0 and simulate the time evolution
after the spin bias (described by ĤV) is switched on at τ = 0.
We employ a standard Suzuki-Trotter approximation where
the Hamiltonian is decomposed into terms acting on even and
odd bonds. Specifically, a second-order decomposition with
time step δτ = 0.05/t is used. The leads have to be truncated
to finite length NL, which gives rise to a discretization in
the energy spectrum. The error due to this may be reduced
by choosing appropriate boundary conditions with bond-
dependent hopping strength that increase the energy resolution
in the relevant energy region [17,18]. Here, however, we find
the leads with uniform hopping t to be sufficient.

In our calculation of the steady-state current, the accuracy
is mainly limited by the accessible timescale. The finite size of
the leads obviously restricts the simulations to the time until
the current reflected at the open boundaries of the leads returns
to the spin chain. Additionally, the entanglement growth of
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an out-of-equilibrium state requires an increase of the bond
dimension m during the course of the time evolution, which
eventually makes an accurate MPS representation of the state
too costly. In the current setup, the von-Neumann entanglement
entropy of the state after the perturbation grows linearly
with the time [25], which requires an exponential increase of
the bond dimension m for a fixed truncation error. The rate
of the entanglement growth depends strongly on the applied
voltage V . Simulation for large V are typically more expensive.
We fix the truncation error to a maximum discarded weight
10−6, which, in the worst cases, requires bond dimensions as
large as m = 2200.

In principle, an MPS representation with one tensor for
each site j in Eq. (1) could be used for all of our simulations.
However, for small V , where larger lead sizes are necessary to
get accurate results, we find it advantageous to split the tight-
binding leads into two branches with different z component
of the spin and employ a tree-tensor-network description [28]
analogous to Ref. [29]. This algorithm scales as m4 at the
interfaces, instead of m3, but the representation of the tight-
binding leads becomes much more efficient, allowing us to
simulate larger leads. In addition, the worse scaling of the
bond dimension m is softened by the fact that the entanglement
entropy at equilibrium is smallest at the interfaces, as already
observed in Ref. [25].

III. CONDUCTING FIXED POINT

Both the tight-binding chain and the spin- 1
2 XXZ chain

in the gapless regime are ballistic spin conductors at zero
temperature. However, when these systems form a junction
as described in Eq. (1), the transport may be suppressed by
scattering at the interfaces. For different, purely fermionic
junctions a field-theoretical analysis has shown that the relevant
backscattering that leads to insulating behavior at low tem-
peratures vanishes for certain values of the model parameters
[19,23,24]. At these conducting fixed points, the effective
low-energy field theory is an inhomogeneous Luttinger liquid
(LL). One may expect to find similar conducting fixed points
for the spin-chain junction, since the gapless XXZ chain and the
spin sector of the tight-binding leads are separately described
by Luttinger liquids [30]. In this section we numerically
show that such conducting fixed points indeed exist. The LL
description of our model is given in the Appendix. A proper
field-theoretical treatment of the junction between spin-chain
and tight-binding lead is left for a future investigation.

A. Spin current

To search for conducting fixed points, we simulate the spin
transport at finite spin bias for the two-lead setup described in
Eq. (1). Let us first illustrate the procedure used to obtain the
steady-state spin current. Figure 2(a) shows the spin current
profile for different time τ after the spin bias is switched on
at τ = 0. The current starts to flow in the spin chain and
spreads over to the leads, where the wave front moves with
the Fermi velocity 2t . While the spin current in the spin
chain becomes position and time independent in a true steady
state, we find it fluctuating even at the maximum simulated
time. Therefore, here the steady-state value is estimated from

(a)

(b)
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jz j
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)/
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FIG. 2. Time evolution of the spin current j z
j (τ ) in a junction

composed of an isotropic spin chain (� = 1) of NS = 8 sites (shaded
region) coupled to tight-binding leads of NL = 100 sites for spin bias
V/t = 1 and several values of J/t . (a) Spin current profile at three
different times τ t = 10, 20, and 30. (b) Time dependence of the spin
current j z

0 (τ ) between the spin chain and the left lead (solid lines) and
estimated steady-state value (dashed lines). The result for J/t = 2.4
with a larger size of the leads NL = 500 is indicated by the green line.
In the inset, the amplitude a1 of the current oscillations [see Eq. (9)]
is shown for several different lead sizes NL. The solid line is a fit to
a1 ∝ 1/NL.

the time dependence of the spin current jz
0 (τ ) between the

spin chain and the lead, as demonstrated in Fig. 2(b) for the
isotropic chain. After a transient time of τ t ≈ 10, the spin
current oscillates around its steady-state value with a period
of approximately 4π/V . This kind of oscillation has been
explained as a Josephson current that arises because of the
finite size of the leads and the corresponding gap between the
single-particle energy levels [18]. We calculate the steady-state
value of the spin current either by simply averaging jz

0 (τ ) over
multiple periods of the oscillation or by adapting it to

jz
0 (τ ) = a0 + a1 cos(τV/2 + a2), (9)

where a0, a1, and a2 are fit parameters [18].
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FIG. 3. Steady-state current j z as a function of J/t for four
different values of �. Other parameters are NS = 8, NL = 500, and
V/t = 0.2. The dashed line shows the current V/(4π ) expected for a
Luttinger liquid with smooth interfaces.

The spin current generally depends on both the anisotropy
� and the ratio J/t of the exchange interaction in the spin
chain and the hopping amplitude in the leads. For most of the
parameter space, the spin current is expected to be strongly
suppressed because of the backscattering at the interfaces. As
we will show, however, the system can be tuned to a conducting
fixed point for each � by varying J/t . In the isotropic chain
(� = 1) considered in Fig. 2, for example, the corresponding
value is (J/t)c ≈ 2.4. The current there is much larger than
for the other values shown, J/t = 1 and J/t = 3.4, which lie
away from the conducting fixed point.

The ratio J/t affects not only the steady-state value of the
spin current but also the oscillation of the current as a function
of time τ . For a fixed size of the leads with NL = 100, the
current oscillation at the interface is strongest at J/t = (J/t)c

where it appears nearly undamped [see Fig. 2(b)]. For either
larger or smaller value of J/t , on the other hand, the oscillation
decays relatively quickly with increasing τ . By using the
tree-tensor-network method, we also consider a junction with
much larger leads of NL = 500 sites. In this case, the current
oscillation at the conducting fixed point becomes significantly
smaller, as shown in Fig. 2(b), which confirms that it is mostly
caused by the discretization of the single-particle energy levels
in the leads. It is expected that the amplitude of the oscillations
is proportional to the gap between single particle levels and
thereby inverse proportional to NL [18]. As shown in the inset
of Fig. 2, this agrees with our results for NL � 400, while
deviations are seen for smaller leads. The steady-state values
of the spin current estimated from the simulations are the same
for each NL.

Figure 3 shows the dependence of the steady-state spin
current jz on the ratio J/t at the fixed spin bias voltage V/t =
0.2 for several values of �. In each case, a clear maximum of
the spin current appears. We first address the gapless phase for
� = 1, 0, and −0.5 where the LL description is applicable.
For parameters in this regime, the maximum current obtained
is close to V/(4π ), which, as discussed in the Appendix, is
the current for a LL with adiabatic contacts. This indicates

that a conducting fixed point with ideal linear conductance
exists at the ratio (J/t)c which maximizes the current. As �

is decreased, (J/t)c becomes larger. In addition, the current
peak as a function of J/t broadens, which suggests that the
backscattering becomes less relevant. A current maximum
remains, however, even for negative �.

Figure 3 also shows the results for � = 2 in the gapped
phase. While a sharp peak is still observed, the maximum value
of the spin current does not reach the ideal value in this case.
The vanishing of the Friedel oscillations (see Sec. III B) for
the parameters at the current peak indicates that the relevant
backscattering at the interfaces can still be tuned to zero.
Therefore, the deviation from the ideal conductance appears to
be caused by different reasons, most likely related to properties
in the bulk of the spin chain, which for � > 1 is no longer
described by a LL model. How the spin transport differs in
the gapped and gapless phases of the antiferromagnetic XXZ
chain will be analyzed in Sec. IV.

B. Friedel oscillations

Besides its effect on the transport, the backscattering at
inhomogeneities is known to induce characteristic Friedel
oscillations of the local density or magnetization with twice
the Fermi wave number kF [31]. The Friedel oscillations at
the interface vanish, however, if the backscattering amplitude
is tuned to zero. The calculation of the magnetization profile
therefore constitutes a different, perhaps a more efficient way
to search a conducting fixed point [19]. As a consistency check
for the results of the spin-transport simulations above, we now
investigate the dependence of the Friedel oscillations on J/t

for fixed � with no spin bias applied. Since the magnetization
is uniform in the spin-flip symmetric case, we examine the local
susceptibility [19] instead by adding a small uniform magnetic
field described by δĤ = h

∑
j Ŝz

j . For these calculations, we
consider a single interface between the tight-binding lead and
the spin chain because the Friedel oscillations typically decay
over a distance longer than the spin-chain length accessible
in our transport simulations. Furthermore, we consider finite
temperatures by using the grand-canonical purification method
[32], which avoids problems in the convergence of the DMRG
ground-state calculations. The purification method allows
us to keep track of the growth of the Friedel oscillations
starting from the interface and the open ends of the system
as the temperature is lowered successively. We terminate the
simulations when the finite system size begins to affect the
results. The finite-temperature calculations also allow us to
study the gapped phase of the spin chain where the ground
state is antiferromagnetically long-range ordered.

Figure 4 shows the magnetization profile around the inter-
face for the magnetic field strength h/J = 0.05. Here we fix
h/J instead of h/t because for the values of the anisotropy
� considered, the Friedel oscillations are much stronger in
the spin chain than in the lead. Since the spin chain without
magnetic field corresponds to a half-filled chain of fermions,
the local magnetization oscillates with wave number 2kF = π .
As expected, the effect is larger at low temperatures. For
the fixed exchange anisotropy, the strength of the Friedel
oscillations has a minimum as a function of J/t . This behavior
can be observed in both the gapless and gapped regimes. For

245124-4

2 Thesis articles

102



SPIN TRANSPORT THROUGH A SPIN- 1
2 XXZ … PHYSICAL REVIEW B 97, 245124 (2018)

−4 0 4

0

0.01

fit

J/t = 2.2

(a)

Δ = 1

〈Ŝ
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FIG. 4. Magnetization profile 〈Ŝz
j 〉 around the interface for an

applied magnetic field h/J = 0.05. The dashed line indicates the
interface between the tight-binding lead (j � 0) and the spin chain
(j > 0). The systems sizes are NL = 400 and NS = 400 for � = 1
and NL = 400 and NS = 800 for � = 2. The inset in (f) is a magnified
view of the region close to the interface, highlighting the Friedel
oscillations with wave number π . Solid black lines in (a) and (c) are
fits of the data in the form of Eq. (10). The results are obtained by
finite temperature calculations at the inverse temperature β.

the former case, we have attempted a fit to the oscillation profile

χ (j + ã0) = ã1T
K̄−1j (−1)j

[
v

T
sinh

(
2πTj

v

)]−K

×P−K̄ [coth(2πTj/v)] (10)

derived for the susceptibility of a chain of spinless fermions
with an abrupt jump of the parameters [19,23]. Here Pl(z) is
the Legendre function, K and v are the LL parameter and the
spin velocity, respectively, and K̄ is determined by the LL
parameters on both sides of the interface (see the Appendix).
Free parameters of the fit are a position offset ã0 and the
amplitude ã1. The fits for the even and odd sites separately
are shown in Figs. 4(a) and 4(c) for the oscillations in the spin
chain with � = 1, where K = 1/2 and v = Jπ/2, and we set
K̄ = 1/2, corresponding to an isotropic spin chain with a jump
in the exchange parameter. Very good agreement is found with
our numerical data, suggesting that Eq. (10) or a similar relation
is also applicable to the junction with the fermionic lead.

To measure the overall strength of the Friedel oscillations,
we introduce a quantity

OF =
N ′∑

j=1

∣∣〈Ŝz
j+1 − Ŝz

j

〉∣∣, (11)
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FIG. 5. Strength of the Friedel oscillations OF defined in Eq. (11)
around the interface inside the spin chain at the inverse temperature
β. The system sizes are the same as in Fig. 4.

where N ′ is chosen so that the Friedel oscillations due to the
open boundary at the end of the spin chain are excluded. By
calculating OF, we search for a value of J/t that minimizes
the Friedel oscillations for a fixed anisotropy �.

The results for � = 1 and � = 2 are shown in Fig. 5. In
all cases studied, including the gapped regime, we find a clear
minimum of the Friedel oscillation strength, where approxi-
mately OF = 0, which suggests that the relevant backscattering
vanishes. When the temperature is lowered, the position of the
minimum moves to smaller J/t . The temperature dependence
seems to be stronger for small �. By identifying the position
of the minimum for T → 0 as the conducting fixed point, we
obtain (J/t)c ≈ 2.4 for � = 1. This value agrees with the
results of the spin-transport simulations for NS = 8, despite
the fact that we now consider the limit of a large spin chain.
Identifying (J/t)c similarly in the gapped phase, we obtain
(J/t)c ≈ 1.7 for � = 2, which also coincides with the value of
J/t where the spin current becomes maximum in Fig. 3. When
calculating (J/t)c as a function of the anisotropy �, we find
no qualitative difference across the phase boundary at � = 1.

IV. CURRENT-VOLTAGE CHARACTERISTICS

Having established the existence of conducting fixed points
with a finite linear conductance in the previous section, we
now turn our attention to the spin-bias dependence of the spin
current. To examine how the current-voltage curve is modified
by the backscattering at the interfaces and the presence of a
finite energy gap, the system parameters at and away from
the line of conducting fixed points are considered for both
the gapless and gapped phases of the antiferromagnetic spin- 1

2
XXZ chain.

A. Gapless regime

First, we study the gapless XY phase where the spin
chain can be described by a LL model. As mentioned in the
Appendix, a spin conductance G = 1/(4π ) is expected unless
the transport is hindered by the backscattering at the interfaces.
We have already confirmed that this ideal value can be obtained

245124-5

Article IX

103



LANGE, EJIMA, SHIRAKAWA, YUNOKI, AND FEHSKE PHYSICAL REVIEW B 97, 245124 (2018)

0 0.4 0.8 1.2 1.6 2
0

0.05

0.1

0.15

V/t

jz
/t

Δ J/t Ns

0 3.4 8

1 1.0 8

1 2.4 8

1 2.4 32

1 3.4 8

FIG. 6. Current-voltage curve in the two-lead setup described in
Eq. (1) for different parameters in the gapless phase. The dashed
line is the conductance G = 1/(4π ) of a Luttinger liquid smoothly
connected to noninteracting leads.

approximately at low spin bias V/t = 0.2 by tuning J/t to
a conducting fixed point (J/t)c for a given anisotropy �.
By calculating the current-voltage curve, we can determine
at what energy scale the LL description becomes invalid and
the linear behavior breaks down. Figure 6 shows the results
for the isotropic spin chain (� = 1) and the XX spin chain
(� = 0) where the conducting fixed points are (J/t)c ≈ 2.4
and (J/t)c ≈ 3.4, respectively (see Figs. 3 and 5). In both
cases, the current-voltage curve for J/t ≈ (J/t)c shows good
agreement with the LL prediction up to at least V/t = 1,
despite the strong inhomogeneity at the interfaces. For � = 1,
increasing the length of the spin chain to NS = 32 leads to
stronger deviations at large V while the currents for V/t � 0.4
remain nearly unchanged. Possible length-dependent correc-
tions to the conductance have been considered, for example,
in Refs. [33,34].

Away from the conducting fixed points, the low-bias con-
ductance is strongly reduced by backscattering. This is demon-
strated in Fig. 6 for an isotropic chain and values J/t = 1 and
3.4 that are significantly smaller or larger than (J/t)c ≈ 2.4. In
a LL with an impurity, the differential conductance eventually
approaches the ideal value 1/(4π ) with a power law as the bias
is increased [35]. This is consistent with our results for J/t =
3.4 where an approximately linear current-voltage relation is
restored for V/t � 1.2. For J/t = 1, on the other hand, the
differential conductance drops off again at V/t ≈ 1, likely
because the bias voltage considered is already comparable or
larger than the exchange constant J . In any case, the current
should vanish in the large-V limit for the chosen setup because
of the finite bandwidth of the leads. This does not apply,
however, to the setup where the spin voltage V is present
initially and then turned off at τ = 0 [18,27].

B. Gapped regime

In Sec. III it was shown that the finite-temperature Friedel
oscillations around the interfaces can be tuned to zero by
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2 2.4 8

FIG. 7. Current-voltage curve for a spin chain with NS = 8,
anisotropy � = 2, and different values of J/t . The dashed line
corresponds to the ideal conductance G = 1/(4π ) obtained in the
Luttinger-liquid regime.

varying J/t even in the gapped phase. Therefore, a fixed point
(J/t)c with vanishing relevant backscattering seems to exist in
this regime as well. One may then ask how the current-voltage
curve there differs from that at a conducting fixed point in
the gapless phase. In the following, we examine this for the
anisotropy parameter � = 2 where the Friedel oscillations
disappear at J/t ≈ 1.7.

Figure 7 displays the current-voltage curve of a spin chain
with NS = 8 sites for J/t = 1.7 as well as for smaller and
larger values of J/t . For J/t = 1.7, the conductance appears
to approach 1/(4π ) as the voltage V is decreased to zero,
indicating that almost ideal spin transport can be achieved at
low energy. At larger voltage, on the other hand, the differential
conductance drops off sharply, which is not observed in the
LL phase. This crossover occurs approximately at V/t ≈ 0.4.
As in the LL regime, the spin current at small bias voltage is
strongly reduced away from (J/t)c. Since the XXZ spin chain
with � > 1 is a spin insulator, the spin transport at fixed V

should become more and more suppressed with increasing the
system size NS. The effect of NS on the current-voltage curve
for J/t = 1.7 is shown in Fig. 8. As expected, the spin current
becomes noticeably smaller when going to larger system sizes
NS. There is still a crossover below which the perfect spin
conductance seems to be approached. However, this crossover
is shifted to very small bias voltage V with increasing NS.

Similar behavior, i.e., unsuppressed current for small sys-
tems at low energy, occurs in the charge transport through
Hubbard chains with an odd number of sites [36]. Perhaps
more relevant to our model, such effect has been predicted for
one-dimensional charge-density-wave insulators adiabatically
contacted to noninteracting leads, by using field theoretical
methods [20]. This model may be interpreted as a XXZ spin
chain with the anisotropy � set to zero outside a finite region
with � > 1 that corresponds to the charge-density-wave part.
In contrast to our results, a negative differential conductance
was obtained. However, this may be related to the different
choice of the leads.
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FIG. 8. Same as in Fig. 7 but for a spin chain with J/t = 1.7 and
various chain lengths.

For sufficiently long spin chains, we observe an upturn of
the spin current at large spin bias. A setup analogous to ours has
been considered in the calculation of the charge current through
a Mott-insulating Hubbard chain connected to noninteracting
leads [25]. It was shown that the current-voltage curve can be
described by a function j (V ) = aV e−Vc/V , where a and Vc

are constants. In particular, Vc is approximately proportional
to the square of the charge gap of the disconnected Hubbard
chain. This relation was previously obtained for the current
in a periodic chain and explained in terms of a Landau-Zener
mechanism [37]. The upturn observed for NS = 16 in Fig. 8
suggests that a similar activated behavior occurs in our model
for long enough chains where the low-voltage transport is
suppressed. However, our available data are not sufficient to
check the specific functional form and the dependence on the
spin gap of the isolated spin chain.

V. CONCLUSION

We have numerically studied the finite-bias spin transport
in a spin- 1

2 XXZ chain connected to half-filled tight-binding
leads at zero temperature, focusing on the effect of scattering
at the interfaces. By calculating the steady-state spin current
and the Friedel oscillations, it was shown that in the Luttinger-
liquid regime, conducting fixed points with the ideal linear
conductance exist, similarly as in related models for inhomo-
geneous quantum wires. Our results furthermore indicate that
conducting fixed points also appear in the gapped phase. There,
the nearly ideal spin transport can only be observed in a small
bias voltage region, which shrinks when the length of the spin
chain is increased.

Our interpretation of the numerical data is partially based
on the field-theoretical description which has been derived
for a different type of junction consisting only of fermionic
chains. It would be interesting to find the effective low-energy
field theory for the specific junction considered here, including
explicit expressions for the scattering at the interfaces, and
determine whether there are qualitative differences with the
previously studied models.

More difficult to treat numerically, but closer to actual
experiments, is the finite temperature case. For the finite-
temperature simulations, one could employ a similar TEBD
method where the MPS describes a purification of the density
matrix instead of a pure state. With the approach in Ref. [38],
it may also be possible to study a setup where a spin current
is driven by a temperature gradient, mimicking the experiment
in Ref. [3].

In this paper we have only considered junctions composed
of spin- 1

2 chains. A possible extension would be to study
analogous systems for spin ladders or chains with higher local
spin. The spin-1 Heisenberg chain, for example, might be
interesting since it is experimentally realizable and differs from
the spin- 1

2 chain in several aspects: Its elementary excitations
are magnons instead of spinons, it is nonintegrable, and it
exhibits symmetry-protected edge states at open boundaries.
For a setup with leads, the question then arises how the contact
is affected by these edge states. This will addressed in a
forthcoming study.
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APPENDIX: LUTTINGER LIQUID DESCRIPTION

The low-energy physics of the spin- 1
2 XXZ chain in the

XY phase (−1 � � � 1) are described by the Luttinger-liquid
(LL) model [30]

ĤS = 1

2

∫
dx

[ v

K
(∂xφ)2 + vK(∂xθ )2

]
, (A1)

where the bosonic fields obey the commutation rela-
tions [φ(x),∂x ′θ (x ′)] = iδ(x − x ′) and the LL parame-
ter K = π/[2 arccos(−�)] and the spin velocity v =
Jπ

√
1 − �2/[2 arccos(�)] are known from the Bethe-ansatz

solution [40]. In this representation, the long-wavelength part
of the magnetization is related to the fields by

Ŝz(x) � − 1√
π

∂xφ. (A2)

The charge transport in a system of spinless fermions with a
nearest-neighbor interaction corresponds directly to the spin
transport in the spin- 1

2 XXZ chain since the models are
related by a Jordan-Wigner transformation. For an infinite
homogeneous chain, the spin conductance G is given by [22]

G = K

2π
. (A3)

In general, however, this expression is no longer valid when
leads are taken into account. The effective low-energy Hamil-
tonian of the tight-binding leads in our setup described by
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Eq. (1) consists of two components of the form of Eq. (A1)
for the charge and spin sectors. Requiring the representation
of the leads to be consistent with Eqs. (A2) and (A3) fixes the
spin LL parameter to K = 1/2. This is also the value for the
spin chain at the SU(2) symmetric point � = 1.

A single junction between spin chain and lead has some
similarity with the single-channel Kondo model, except that the
impurity site is now also coupled to a spin chain. We assume
that, analogously to the Kondo model, the charge and spin
sectors are decoupled in the low-energy theory [41]. Focusing
only on the spin part and ignoring any possible boundary
terms, the naive field-theoretical description of our system
becomes an inhomogeneous LL with the position-dependent
LL parameter K(x) and spin velocity v(x). It has been shown
that the conductance of such a system is obtained by replacing
the LL parameter in Eq. (A3) with its asymptotic value in
the leads K(x → ±∞) [42,43]. For the noninteracting leads,
the spin conductance therefore is G = 1/(4π ), independent of
the parameters in the spin chain.

By using an inhomogeneous LL model to describe a one-
dimensional junction one assumes that backscattering at the
interfaces can be neglected. This is justified for adiabatic
contacts but not for the abrupt transition between the spin
chain and the lead described in Eq. (1). For a chain of
spinless fermions with uniform LL parameter K , the effect of
backscattering at an inhomogeneity on the linear conductance
G is well known [21,22]: At zero temperature, G vanishes
if the interactions are repulsive (i.e., K < 1), while G is not
reduced for attractive interactions (i.e., K > 1). An abrupt
change in the system parameters of a quantum wire has a
similar impact on the conductance, as has been studied for both

spinless [19,23] and spinful [24] fermions using bosonization
and quantum Monte Carlo methods. In those cases, whether the
transport is suppressed at low temperatures depends on the LL
parameters on each side of the interface. For the spinless model,
the zero-temperature conductance vanishes for K̄ < 1, where
K̄ = 2( 1

K1
+ 1

K2
)−1, and K1 and K2 are the LL parameters on

the left and right sides of the interface [19]. However, it was
also shown that, even for abrupt junctions, conducting fixed
points may be obtained by tuning certain system parameters
such as the hopping and interaction strengths [19,24]. At
these conducting fixed points, the amplitude of the relevant
backscattering becomes zero and thus the ideal conductance
determined by the LL parameters of the leads is recovered at
zero temperature. Note that there is still irrelevant scattering
at the interfaces, which can affect the conductance at finite
temperatures.

In the spin-chain junction described in Eq. (1), the couplings
between the subsystems are different than in the previously
studied fermionic models. Therefore, it is not clear that the
field-theoretical results in the previous studies apply similarly
in our system. However, we demonstrate in the main text for
several values of � that conducting fixed points with ideal
spin transport exist. Since these fixed points are obtained by
varying a single model parameter, there appears to be only one
relevant perturbation at the interfaces, similarly as in the purely
fermionic chains. For � = 1, this may be expected by noticing
that the spin-chain junction corresponds to a strong-coupling
limit of the inhomogeneous half-filled Hubbard chain for
which conducting fixed points have been reported in Ref. [24].
By analogy with the fermionic models, we refer to the relevant
perturbation at the interfaces as “backscattering.”
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Abstract – Using the time-evolving block decimation, we study the spin transport through spin-
(1/2) and spin-1 XXZ chains subjected to an external magnetic field and contacted to noninter-
acting fermionic leads. For generic system-lead couplings, the spin conductance exhibits several
resonances as a function of the magnetic-field strength. In the spin-(1/2) but not the spin-1 case,
the coupling to the leads can be fine-tuned to reach a conducting fixed point, where the peak
structure is washed out and the spin conductance is large throughout the gapless Luttinger-liquid
phase. For the Haldane phase of the spin-1 chain, we analyse how the spin transport is affected
by spin-(1/2) edge states, and argue that two-impurity Kondo physics is realised.

Copyright c© EPLA, 2019

The transport properties of interacting nanostructures
connected to leads are currently of great interest and hence
have been the subject of many numerical and analytical
studies [1–6]. For the most part, the focus has been on
the charge transport, which is easier to access experimen-
tally. However, there are also proposals to use a spin
battery to drive a spin current through a contacted sys-
tem [7]. Here, motivated by the recent development of
antiferromagnetic spintronics [8], we numerically investi-
gate such a setup for general XXZ spin chains. We use
the density-matrix renormalisation group (DMRG) [9] in
conjunction with the time-evolving block decimation [10]
to calculate the spin conductance at zero temperature and
small spin bias. While isolated XXZ chains have already
been studied extensively [11–14], we explicitely include
the leads in our simulations, which should significantly
affect the transport behaviour. There are numerous stud-
ies on the spin transport in related models of open spin
chains, where the baths are accounted for through driving
terms at the outer sites, see refs. [15] and [16], for example.
Our model differs in that we use a closed-system descrip-
tion with tight-binding leads. We extend our previous
work [17] on the spin-(1/2) XXZ chain by also consider-
ing the topological spin-1 Haldane chain [18], and adding
an external magnetic field. The spin chain realises differ-
ent quantum phases, both gapped and gapless, depending

(a)E-mail: langef@uni-greifswald.de
(b)E-mail: ejima@physik.uni-greifswald.de
(c)E-mail: fehske@physik.uni-greifswald.de

on the magnitude of the local spins and the strength of
the magnetic field. One might expect the system to be
conducting in the gapless and insulating in the gapped
regimes. As we will demonstrate, however, this only holds
in specific cases with fine-tuned parameters. In general,
the effects of the contacts and the finite size of the spin
chain need to be taken into account.

After describing the theoretical model, we discuss sepa-
rately the spin-(1/2) chain with easy-axis anisotropy and
the spin-1 chain with isotropic exchange. For the latter,
special attention is paid to the Haldane phase, where the
spin-(1/2) edge states contribute to the transport.

Setup. – We consider a junction composed of a spin
chain and two fermionic leads. It is assumed that the
system and the leads are initially in the ground state of
the Hamilton operator Ĥ0 = ĤS + ĤL + ĤS−L + Ĥh.
There, the system part

ĤS = J

NS−1∑

j=1

[
1

2

(
Ŝ+

j Ŝ−
j+1 + Ŝ−

j Ŝ+
j+1

)
+ ΔŜz

j Ŝz
j+1

]
(1)

is the usual XXZ chain Hamiltonian and the lead part

ĤL = −t
∑

a=l,r

∑

σ=↑,↓

∑

j>0

[
ĉ†
jσaĉj+1,σa + ĉ†

j+1,σaĉjσa

]
(2)

describes two half-infinite tight-binding chains of spinful
fermions. Throughout this work, the ratio between the
exchange constant and the hopping parameter is assumed
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to be J/t = 1. Furthermore, the chemical potential in the
leads shall be zero. The lead with a = l (r) is exchange-
coupled to the first (last) site of the spin chain:

ĤS−L =
J ′

2

[
ĉ†
1↑lĉ1↓lŜ

−
1 + ĉ†

1↓lĉ1↑lŜ
+
1

+ Δ(ĉ†
1↑lĉ1↑l − ĉ†

1↓lĉ1↓l)Ŝ
z
1

]

+
J ′

2

[
ĉ†
1↑r ĉ1↓rŜ

−
NS

+ ĉ†
1↓r ĉ1↑rŜ

+
NS

+ Δ(ĉ†
1↑r ĉ1↑r − ĉ†

1↓r ĉ1↓r)Ŝ
z
NS

]
. (3)

Lastly, a homogeneous magnetic field in both the system
and the leads is taken into account by

Ĥh = −h

[
NS∑

j=1

Ŝz
j +

1

2

∑

a=l,r

∑

j>0

(ĉ†
j↑a ĉj↑a − ĉ†

j↓aĉj↓a)

]
. (4)

The Hamiltonian Ĥ0 is perturbed by an additional mag-
netic field that acts only in the left lead so that the time
evolution is governed by Ĥ = Ĥ0 + ĤV , where

ĤV =
V

2

∑

j>0

(ĉ†
j↑lĉj↑l − ĉ†

j↓lĉj↓l). (5)

This term adds a spin bias V between the leads and
drives a spin current through the system. The spin cur-
rent jz in the nonequilibrium steady state defines the
spin conductance G = jz/V . For the spin current at
the interface with left lead, we use the definition jz =
iJ
2 (ĉ†

1↑lĉ1↓lŜ
−
1 − ĉ†

1↓lĉ1↑lŜ
+
1 ).

To calculate the steady-state spin current that develops
after the spin bias is switched on, we follow the approach
described in ref. [5]. Instead of the usual matrix-product
states, however, we use a tree-tensor network represen-
tation where each lead is split into two branches corre-
sponding to the two values of the spin index [19,20]. Since
such a tensor network is loopless, we can employ more or
less the same techniques as in the matrix-product state
approach. First, the ground state of Ĥ0 is calculated
with the DMRG. This state is then evolved in time ac-
cording to Ĥ with the time-evolving block decimation. In
these simulations, the leads have to be truncated to a fi-
nite number of sites, and, therefore, no true steady state
can be reached. Nevertheless, one can extract an accu-
rate estimate for the spin conductance by extrapolating
the behaviour of the spin current to the steady state. For
the finite leads, we apply damped boundary conditions,
where the hopping parameter is smoothly set to zero near
the boundaries away from the system, which allows for a
variable magnetization in the spin chain and the surround-
ing region [3]. The leads in our simulations have up to 600
sites, and the maximum bond dimension during the time
evolution is 500.

Spin-(1/2). – The first case we study is the spin-
(1/2) XXZ chain with anisotropy parameter Δ = 2.

0.6 1 1.4 1.8 2.2 2.6
0

0.05

0.1

0.15

J ′/t

m
a
x
(|〈

Ŝ
z j
〉−

S̄
z
|)

h/t = 0.2

h/t = 0.4

h/t = 0.6

Fig. 1: Maximum of the Friedel oscillations in the spin-(1/2)
XXZ chain for Δ = 2 and βt = 4.

In the absence of an external magnetic field, the sys-
tem is deep in the gapped Néel phase where the zero-
temperature spin transport is diffusive. At some finite
magnetic-field strength hc, a quantum phase transition to
a gapless Luttinger-liquid (LL) phase takes place and the
spin transport becomes ballistic [11,21]. For Δ = 2, we
have hc/J � 0.40. The LL parameter is K = 1/4 at
h = hc (following the convention of ref. [22]) and increases
as h grows further, approaching K = 1 at the transition
to the fully polarised ferromagnetic phase [22].

The maximum linear spin conductance of the junction
is given by the leads as G0 = 1/(4π). Because of scatter-
ing at the contacts, this ideal spin conductance may only
be achieved when the model parameters are fine-tuned
to a conducting fixed point, even if the spin chain is in
the LL phase [17]. This situation is similar to the trans-
port in fermionic junctions with abrupt change in the pa-
rameter, where such conducting fixed points have been
studied previously [6,23,24]. Here, we investigate how the
contacts affect the magnetic-field dependence of the spin
conductance.

To confirm that a conducting fixed point exists and
to determine the corresponding parameter J ′/t, we anal-
yse the Friedel oscillations in the spin chain near the in-
terfaces. Vanishing Friedel oscillations are expected for
perfect contacts, for which the linear spin conductance
becomes G0 in the gapless phase [6,17]. While we are
interested in the zero-temperature case, we find it easier
to carry out the simulations for finite temperature with
the purification method [25]. As a simple measure for the
strength of the oscillations, the maximum deviation from
the average magnetization in the bulk is used. The re-
sults for inverse temperature βt = 4 are shown in fig. 1.
For all field strengths h/t considered, the oscillations ap-
proximately vanish at J ′/t = 1.4 which indicates the ex-
istence of a conducting fixed point, with no discernible
magnetic-field dependence. The temperature dependence
of the position of the minimum is negligible for the pa-
rameters used.
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G

Fig. 2: Spin conductance G = jz/V for a spin-(1/2)-chain
junction with Δ = 2, and spin bias V/t = 0.1. The grey
lines indicate the critical magnetic field hc/t � 0.40, the blue
lines the positions of the level crossings in an isolated spin
chain.

We now discuss the effect of the magnetic field and the
system-lead coupling on the spin transport. In fig. 2, the
dependence of the spin conductance on the magnetic-field
strength h is shown for fixed spin bias V/t = 0.1 and
system sizes NS = 12, 24 and 36. Two values of the
system-lead coupling are considered: J ′/t = 1.4, where
a conducting fixed point is expected, and J ′/t = 1.2.
For J ′/t = 1.4, conductance stays approximately constant
above the critical field hc, except for some fluctuations.
The spin conductance there is close to the ideal value G0.
Below hc, the spin current at fixed V becomes suppressed
with increasing chain length NS . In the limit of a large
spin chain and small bias, the spin conductance at the
conducting fixed point should be a step function so that
the strength of the magnetic field switches between insu-
lating and conducting behaviour: limV →0 limNS→∞ G =
G0Θ(h − hc). Very large spin chains are out of reach of
our simulations but the results for NS = 36 already resem-
ble this limiting behaviour. For a slighly smaller coupling
J ′/t = 1.2, away from the conducting fixed point, the
effect of the magnetic field is qualitatively different. Out-
side of multiple peaks, the spin current is strongly sup-
pressed even for h > hc. The number of peaks increases
with NS and their height decreases at fixed V . At the first
maximum for NS = 12, the spin conductance is close to

the ideal value G0 while for NS = 36 the maximum is
approximately G0/2. The positions of the current peaks
depend strongly on the system size and lie roughly at those
values of the magnetic field where the ground state of the
isolated spin chain becomes degenerate. This is in ac-
cordance with the picture that even for strong system-
lead coupling the spin chain effectively decouples from the
leads. Similar results were found in refs. [3] and [26] for
chains of spinless fermions with varying chemical poten-
tial. Here, however, the leads are spinful, and states with
different magnetization become degenerate. The effective
low-energy theory near the degeneracy points therefore
resembles the two-channel Kondo model, with the two
lowest-lying states of the chain corresponding to a spin-
1/2 [27]. In the zero-bias limit, the two-channel Kondo
model exhibits perfect spin conductance [28]. The smaller
conductance observed in fig. 2 may be attributed to addi-
tional perturbations in our system and the finite bias V . In
a certain sense, the resonances in the current vs. magnetic-
field curves correlate with the Coulomb blockade physics
known from charge transport through low-dimensional
nanostructures [29], the z-component of the total spin in
our model corresponding to the particle number.

Spin-1. – We now consider a spin-1 chain with Δ =
1, i.e., the Haldane chain. Below the critical magnetic
field hc/J � 0.41, the model is in the topological Haldane
phase with a finite gap for excitations. For h > hc, a
gapless LL phase is realised. The LL parameter is K = 1 at
the transition, and increases with h [12]. In contrast to the
spin-(1/2) chain, the model is nonintegrable so that the
linear-response spin transport is expected to be ballistic
only at zero temperature [13]. For small system sizes, the
transport behaviour may nevertheless be quite similar to
that in an integrable spin-(1/2) chain even at finite low
temperatures [14]. The leads of the junction are the same
as in the previous section.

Let us first discuss the junction for parameters in the
LL regime of the spin chain. While the bulk of the sys-
tem for h > hc can be described by the LL model, the
effect of the contacts may be different from the spin-(1/2)
case. Indeed, we find that the Friedel oscillations of the
magnetization near the interfaces cannot be tuned to zero
by adjusting the system-lead coupling J ′. Since the ab-
sence of the oscillations indicated a conducting fixed point
in the spin-(1/2) model, this suggests that here no such
fixed point occurs. We have checked this by calculating
the spin conductance for different values of J ′ and h. The
results are displayed in figs. 3 and 4. Like in the spin-
(1/2) junction away from the conducting fixed point, there
are multiple peaks in the spin conductance, which are re-
lated to degeneracies in the spectrum of the spin chain. As
demonstrated in fig. 4, however, the minima of the current
cannot be removed by tuning the coupling parameter J ′/t,
confirming the absence of a conducting fixed point in the
spin-1 junction. Although no conducting fixed point is
observed, the system-lead coupling still has a significant
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0.4 0.8 1.2 1.6
0

1
4π

Ns = 24

h/t

G

Fig. 3: Spin conductance for a spin-1-chain junction with
Δ = 1. The spin bias is V/t = 0.1. At the critical magnetic
field hc/t � 0.41 (grey line), the transition between Haldane
and Luttinger-liquid phases takes place in the thermodynamic
limit.

1 1.1 1.2 1.3
0

1
4π

NS = 12

h/t

G

J ′/t = 1.2

J ′/t = 1.3

J ′/t = 1.4

J ′/t = 1.5

J ′/t = 1.6

Fig. 4: Local minimum of the spin conductance for different
coupling constants J ′/t. The other parameters are the same
as in fig. 3.

effect on the conductance as can be seen by comparing
the results for J ′/t = 1.5 and J ′/t = 1.0 in fig. 3. For
J ′/t = 1.5, the current values at the minima and max-
ima become visibly larger with h, while the effect is much
weaker for J ′/t = 1.0. A possible explanation for the
growth of the current with h is the increase of the LL
parameter K with h, which could lead to a less severe ef-
fect of the inhomogeneity at the interfaces [1]. Like in the
spin-(1/2) case, we can compare the position of the con-
ductance peaks with the positions of the level crossings
in the isolated spin chain. Good agreement is found for
the distance between the peaks, but there is a noticeable
overall shift to smaller h.

Table 1: Strength of the effective exchange coupling between
the edge spins calculated from the spin gap for open boundary
conditions.

NS J̃/J
12 0.09714
24 0.01341
36 0.00186
48 0.00025

For magnetic fields below hc, in the Haldane regime of
the spin chain, the spin conductance vanishes for most of
the parameters in fig. 3. For NS = 12 and J ′/t = 1.0,
however, there is a clear conductance maximum at h = 0.
As discussed in the following section, this is likely related
to the spin-(1/2) edge states in the Haldane phase.

Haldane phase. – For appropriate combination of sys-
tem size NS and system-lead coupling J ′, a conductance
maximum was found around zero magnetic field in the
Haldane phase (see fig. 3). To explain this maximum, one
may use an effective low-energy model, where the Hilbert
space of the spin chain is reduced to the subspace of the
quasidegenerate ground states.

A Haldane chain with open boundary conditions has
spin-(1/2) degrees of freedom at the edges, which lead to
a fourfold-degenerate ground state in the thermodynamic
limit. When the system size is finite, the edge states are
coupled and the degeneracy is partially lifted. An effec-
tive low-energy model for the spin chain is Ĥ = J̃Ŝ1 · Ŝ2,
where Ŝ1/2 are spin-(1/2) operators representing the edge

states [30]. The coupling J̃ decreases approximately ex-
ponentially with the system size NS (table 1). For even
(odd) NS the coupling is antiferromagnetic (ferromag-
netic). Here, we restrict ourselves to even NS . Adding
the leads results in a spin-(1/2) junction with NS = 2,
exchange coupling J̃ and some effective coupling to leads
J̃ ′ ∝ J ′. By calculating the matrix elements of the spin-
1 operators Ŝ1,NS in the subspace of the quasidegenerate
ground states of the isolated spin chain, one obtains the
coupling J̃ ′ � 1.064J ′ for NS → ∞ [9,31]. The result-
ing spin-(1/2) Hamiltonian is a two-impurity two-channel
Kondo model [32,33]. For J̃ > 0, the model has two phases
with an impurity phase transition at J̃ = J̃c. In the
Kondo-singlet phase (J̃ < J̃c) each spin-1/2 is screened
by the corresponding lead and the two spins effectively
decouple. In the local-singlet phase (J̃ > J̃c), the two
spins form a singlet and decouple from the leads.

The phase transition J̃ = J̃c is called the non-Fermi-
liquid fixed point. There, the system has some unusual
properties such as a residual impurity entropy 1

2 ln(2) and
a logarithmic divergence in the temperature dependence
of the staggered susceptibility [32,34]. Since these quan-
tities are difficult to access with the DMRG, we search
for a phase transition in the spin-1 model by calculating
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Fig. 5: Schmidt gap for a junction with NS = 12 and different
lead sizes NL at the bond between the spin chain and the left
lead. Results are shown for uniform leads and for logarithmic
discretisation.
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Fig. 6: Schmidt gap for a spin-1 chain with Δ = 1 at the bond
between the spin chain and the left lead. Compared are results
for different chain lengths NS . The inset shows the results of
a similar calculation for the spin-(1/2) chain with Δ = 1.

appropriate entanglement spectra instead [35]. To dis-
tinguish between the local-singlet and the Kondo-singlet
phase, it is sufficient look at the Schmidt gap which is de-
fined as the difference between the two largest eigenvalues
of the reduced density matrix [35].

As already exploited in ref. [36], a logarithmic dis-
cretization of the leads works well for the calculation of
the Schmidt gap (fig. 5). The discretization intervals are
then defined by the points εn = ±2tΛ−n for n = 0, 1, . . .
and some discretization parameter Λ > 1 [34]. The chain
representation of the leads is obtained with the Lanczos al-
gorithm. If not mentioned otherwise, leads with NL = 200
sites and discretization parameter Λ = 1.15 are used. Fig-
ure 6 displays the Schmidt gap for the bond between the
spin chain and the left lead in a spin-1 chain. There is
a sharp transition between finite and zero Schmidt gap
whose position changes when the size of the spin chain is
varied at fixed exchange coupling J . If, on the other hand,
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Fig. 7: Schmidt gap for a spin-1 chain with Δ = 1 for different
system sizes and fixed exchange constant for the edge spins
J̃/t � 0.097, which corresponds to NS = 12 and J/t = 1
(table 1). The results for the assumed effective spin-(1/2) chain
model are also shown.

0.2 0.4 0.6 0.8 1 1.2
0

1
4π
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Fig. 8: Spin conductance for a spin-1 junction with J/t = 1
and Δ = 1. The spin bias is V/t = 0.1.

J/t is adjusted to keep the effective spin-(1/2) model con-
stant the position of the jump stays approximately the
same (fig. 7). The results for the spin-1 chain also agree
with a calculation directly in the expected effective spin-
(1/2) model, which suggests that the observed transition
is indeed related to the edge states even though we have no
direct confirmation that two-impurity Kondo physics are
realised. An analogous calculation of the Schmidt gap can
be done for a spin-(1/2) chain (inset of fig. 6), where the
jump in the Schmidt gap corresponds to the conducting
fixed point. In contrast to the spin-1 case, the position of
the jump is approximately independent of the chain length
NS for suffiently large NS .

To see how the spin transport is related to the edge
states, the spin conductance is investigated for a spin-1
junction, h = 0, and different coupling strengths J ′/t
(fig. 8). The spin current is very small except for a
peak at approximately the position of the jump in the
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Schmidt gap (J ′/t � 0.75 for NS = 12 and J ′/t � 0.50 for
NS = 24). With increasing system size NS the maximum
of the conductance at fixed V decreases because of the ex-
ponential suppression of the interaction between the edge
spins. For low spin bias V , spin transport in the Haldane
chain seems to be possible only near the phase transition
between Kondo-singlet and local-singlet phases of the edge
states. The spin chain also should be relatively short to
have a reasonably strong coupling between the edge states.

When the coupling J ′/t is smaller than the critical value
and the system is in the local-singlet phase, the maxi-
mum of the conductance is shifted to a small finite h.
This may be explained within an effective single-impurity
two-channel Kondo model for a pseudospin formed from
the singlet state and the lowest triplet state of the edge
spins [33]. Accordingly, the conductance maximum lies
roughly at h = J ′, where the singlet and lowest triplet
state have the same energy. In fig. 3, this corresponds to
the blue lines below the critical field hc.

Conclusion. – We have numerically studied the spin
transport for junctions in which a spin-(1/2) or spin-1
XXZ chain is coupled at both ends to noninteracting
fermionic leads. The focus was on the effect of the con-
tacts and an external magnetic field that switches between
gapped and gapless phases of the spin chain. When the
strength of the magnetic field is varied, the spin conduc-
tance generally shows several resonances that correspond
to degeneracy points in the spectrum of an isolated spin
chain. The height of these current maxima decreases with
the system size, indicating that spin transport becomes
suppressed for long chains. By fine-tuning the system-
lead coupling, a conducting fixed point may be reached.
There, instead of showing multiple pronounced peaks, the
conductance develops a plateau when the magnetic field
is increased and the system passes into the gapless phase.
Whether a conducting fixed point exists will depend on
the spin chain in the junction. Our results indicate that
such a point occurs for the spin-(1/2) XXZ chain but not
for the spin-1 Haldane chain. A difference is also observed
regarding the Friedel oscillations at the contacts, which
vanish at the conducting fixed point of the spin-(1/2) chain
but appear to be always finite in the spin-1 case. Lastly,
we have discussed the transport in the gapped Haldane
phase at zero magnetic field. The spin conductance there
shows a clear maximum as a function of the system-lead
coupling. By examining the entanglement gap at the in-
terface, we have provided evidence that this conductance
maximum corresponds to the non-Fermi-liquid fixed point
of an effective two-impurity Kondo model formed by the
spin-(1/2) edge states.
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1 Introduction

This report summarizes results of a block-Lanczos density-matrix renormaliza-
tion-group (DMRG) study on the spin transport in a spin-chain junction. Specif-
ically, we consider a spin-1/2 Heisenberg chain contacted at each end to two-
dimensional (2D) non-interacting leads with spin-orbit coupling. The idea be-
hind the model is as follows: an electric field in the leads causes a spin current
to flow in the transverse direction because of the intrinsic spin-Hall effect. At
the first interface, this conduction-electron spin current is then converted to a
spinon spin-current that passes through the spin chain. When the spin current
reaches the second lead it is converted back to an electron spin-current that,
via the inverse spin-Hall effect, induces a transverse charge current. The model
therefore describes two phenomena relevant for spintronics, conversion between
spin- and charge currents, and injection of spin current from a conductor into a
magnetic insulator (and vice versa).

Magnetic insulators are potentially useful for spintronics applications be-
cause of the greater decay length of spin currents compared to conductors.
Motivated by this, there have been several experiments on the spin-current
generation in various insulating materials [1–4]. Kajiwara et al. achieved the
injection of spin currents into the ferrimagnetic insulator yttrium iron garnet
(YIG) from an attached platinum (Pt) film, where a spin current was gener-
ated electrically using the spin Hall effect [1]. More recently, a spin current
was induced in the spin-1/2-chain material Sr2CuO3 by using the spin Seebeck
effect at an interface with a Pt film [4]. Our setup is somewhat similar but
does not directly correspond to either experiment. Rather, it serves as a toy
model for the spin transport between a one-dimensional (1D) magnetic insulator
and 2D conductors. An advantage of our model is that it can be brought to a
purely 1D form by using a Lanczos recursive method [5, 6]. It is then amenable
to numerical techniques based on matrix-product states (MPS) [7, 8], which
allow for simulations without uncontrolled approximations. We focus on junc-
tions consisting of Heisenberg spin chains and 2D Rashba systems [9], which
are paradigmatic models for 1D magnetism and the intrinsic spin-Hall effect,
respectively. Since both systems have already been investigated thoroughly,
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our aim is to analyze particularly the interface effects. Unfortunately, it will
turn out that simulating the spin-current generation by the spin Hall effect in
a Rashba lead is difficult numerically which is why we will simplify the model
and neglect the spin-orbit coupling in the current-generating lead. We will still
consider the effect of Rashba spin-orbit coupling in the second lead, however.

The combined Lanczos-DMRG approach employed here could also be applied
to various models of similar nature, as long as the interacting region is 1D and
the leads are non-interacting. Another purpose of this study is therefore to
assess the utility of the numerical method in simulating such systems.

The outline of this report is as follows. In Sec. 2, the model is introduced.
Section 3 describes the block-Lanczos transformation which is applied to facili-
tate the use of MPS methods. The results of the MPS calculations are presented
in Sec. 4. Section 5 contains a summary and a discussion of the results.

2 Model

2.1 Junction setup

We study a junction of a 1D interacting region and two non-interacting leads
[see Fig. 1]. The interacting part is modeled by a spin-1/2 Heisenberg chain of
length NS

ĤS = J

NS−1∑

j=1

ŜjŜj+1 , (1)

with, unless specified differently, antiferromagnetic exchange coupling (J > 0).
For the lead Hamiltonians ĤL1 and ĤL2 , we consider 2D Rashba systems

ĤR =
∑

〈ij〉

(
ĉ†i↑, ĉ

†
i↓

)
{−t− iλ[(xj − xi)σy − (yj − yi)σx]}

(
ĉj↑
ĉj↓

)
, (2)

where ĉjσ are fermionic annihilation operators, λ parameterizes the spin-orbit
coupling, σx and σy are Pauli matrices. The sites are elements of an infinite
square lattice with an open edge and lattice constant a = 1. At each end, the
spin chain is coupled by an exchange interaction to a site at the open edge of
one of the leads. Denoting the indices of these sites by j0, the coupling terms
are of the form

Ĥc(a, j) = J ′
[

1

2
(ĉ†j0↑aĉj0↑a − ĉ

†
j0↓aĉj0↓a)Ŝzj +

1

2
(ĉ†j0↑aĉj0↓aŜ

−
j + ĉ†j0↓aĉj0↑aŜ

+
j )

]
,

(3)

where an additional index a ∈ {l, r} was introduced to distinguish between the
two leads. With Eq. (3), the complete Hamiltonian can be written as

Ĥ = ĤS + ĤL1
+ ĤL2

+ Ĥc(l, 1) + Ĥc(r,NS) . (4)
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· · ·

Figure 1: Schematic of the junction with two Rashba leads. The green balls
represent spin chain sites, the blue ones lead sites.

2.2 Rashba spin-orbit coupling

The system described by Eq. (2) is a discretization of the continuous 2D Rashba
model with single-particle Hamiltonian

ĤR =
p̂2

2m∗
+
α

~
(σ × p̂) · z , (5)

where p̂ is the momentum operator, σ the vector of Pauli matrices, m∗ an
effective mass and z the unit vector pointing in the z direction which is per-
pendicular to the system plane [9]. In the long-wavelength limit |k| → 0, the
models are directly related through t = ~2/(2m∗) and λ = α/2.

The Rashba Hamiltonian (5) has attracted a lot of theoretical attention since
a linear-response calculation indicated the existence of an intrinsic spin Hall
effect, i.e., the generation of a transverse spin current by an electric field [10].
Later, it was shown that previously neglected contributions lead to a vanishing
spin Hall conductivity [11, 12]. On the other hand, numerical simulations have
confirmed the spin Hall effect for mesoscopic systems in the discrete Rashba
model [13]. The inverse spin Hall effect, which describes the induction of a
transverse charge current by a spin current, appears to be finite in both the
continuous and the discrete case [14, 15]. It should be noted that the total
magnetization is not a conserved quantity in the Rashba model, which makes
the definition of a spin current problematic. To avoid this issue the spin Hall
effect has also been defined in terms of the magnetization induced at the edges
of a system [16].

In the envisioned junction, the spin Hall effect is used to induce a spin
accumulation at the first interface and drive a spin current. When the spin
current reaches the second lead, the inverse spin Hall effect supposedly causes a
charge current that serves as a measurable signal. The latter part, however, will
be complicated by the Rashba precession. One can interpret the Rashba term
as a momentum-dependent magnetic field proportional to p̂× z that causes an
electron’s spin to precess around it. For our setup this means that, along a given
direction from the injection point, the spin current and therefore the induced
transverse charge current will oscillate as a function of the covered distance. A
similar combination of the anomalous Hall effect and spin precession has been
termed spin-injection Hall effect [17].
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3 Block-Lanczos Transformation

The Lanczos algorithm is a way to obtain a unitary transformation that tridiag-
onalizes a given Hermitian matrix H0 [18]. One starts with a single unit vector
v1 which is the first column of the transformation matrix P = (v1, v2, ...). All
remaining vj are then obtained by setting vj ← H0vj−1 and orthogonalizing
against previous vectors 1. We use a block version of the Lanczos method [19],
in which one chooses the first M orthonormal vectors v1, v2, ..., vM and sets
vn ← H0vn−M , again followed by an orthogonalization. From this construction
and the hermicity of H0 it follows that P †H0P is a band matrix with bandwidth
M :

H̃0 = P †H0P =




E1 T1 0 0 · · ·
T †1 E2 T2 0 · · ·
0 T †2 E3 T3
0 0 T †3 E4

. . .
...

...
. . .

. . .



, (6)

where Ej and Tj are Hermitian and lower-triangular M ×M matrices, respec-
tively.

If the block-Lanczos transformation is applied to the matrix describing a
single-particle Hamiltonian Ĥ0 of a quantum system, i.e., Ĥ0 = ĉ†H0ĉ where
ĉ† = (ĉ†1, ĉ

†
2, ..., ĉ

†
N ) is a vector of creation operators, the banded structure of

H̃0 means that, in terms of the new operators â† = (â†1, â
†
2, ..., â

†
N ) = ĉ†P ,

Ĥ0 describes an open chain with short-ranged hopping and a site-dependent
potential. In detail:

Ĥ0 = â†H̃0â =
N−M∑

n=1

M∑

d=1

(
H̃0
n,n+dâ

†
nân+d + h. c.

)
+

N∑

n=1

H̃0
nnâ
†
nân , (7)

where N is the order of the matrix H0 and the number of single-particle states.
The first M operators â†1, â

†
2, ..., â

†
M can be fixed through the choice of initial

vectors. Increasing the bandwidth M thus allows for a greater flexibility in the
transformation but it also increases the maximum hopping range.

For an interacting Hamiltonian Ĥ = Ĥ0 + V̂ , in which the interaction is a
function of only M fermion operators, i.e., V̂ = V̂ (ĉ†j1 , ..., ĉ

†
jM
, ĉj1 , ..., ĉjM ), we

can use a block-Lanczos transformation with block size M and set â†n = ĉ†jn for
n = 1, 2, ...,M . The interaction is then restricted to the first M sites after the
transformation and the chain representation of Ĥ contains only short-ranged
terms. An exact solution of the problem will still be impossible in general but
the 1D form makes the model suitable for a numerical treatment with MPS
techniques. The (block-)Lanczos method has been used in this manner mostly
in the context of impurity problems [5, 6]. Our application to the spin-chain
junction is analogous, with the sites coupled to the spin chain taking the role of
the impurities.

1 In exact arithmetic, orthogonalization is only necessary against the previous two vectors
but reorthogonalization against other vectors may be carried out for numerical stability.
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3.1 Infinite boundary conditions

In the following discussion, we assume that the Hamiltonian is originally defined
on a lattice in real space and has only short-ranged hopping terms. The inter-
action V̂ shall act on one site whose corresponding fermion operators will be
invariant under the transformation. While we are ultimately interested in the
thermodynamic limit, the matrix H0 and thus the system size need to be finite
in a numerical calculation. However, for a given jmax one can always choose the
original system large enough so that the new operators â†j with j ≤ jmax are
not affected by its finite size. This follows from

vj ∈ span
{

(H0)nvl | 1 ≤ l ≤M, 0 ≤ n ≤ r − 1
}

(8)

for j ≤ rM , which implies that â†j is supported only on sites connected to the
interacting site through at most r− 1 hopping operations. Of course, finite-size
effects will eventually appear if the transformation is carried out to completion.
We can, however, stop the Lanczos recursion before that happens and work
with a truncated transformation by ignoring the remaining sites in the chain
representation. For a fixed number of chain sites these infinite boundary con-
ditions will be closer to the thermodynamic limit regarding the physics at the
interacting site [5]. On the downside, P is no longer unitary which complicates
the measurements for the original lattice. The one-body expectation values in
both representations are related by

〈ĉ†j ĉi 〉 =
∑

nm

P †mjPin〈â†mân〉 (9)

for the full transformation. Typical quantities in the original system thus have
to be reconstructed from a large number of correlation functions in the effective
1D model. If the Lanczos recursion is stopped prematurely, the above rela-
tion is not fulfilled because states are missing on the right-hand side. It is still
possible to calculate the change in the expectation values that is induced by
a perturbation at the interacting site, e.g. an injected current. The reason is
that, for sufficiently many sites in the effective 1D model, the only missing terms
in Eq. (9) are then between sites that are both outside the range of the per-
turbation, or whose distance so big, that the contribution from the correlation
function can be neglected. We thus expect the following relation to hold during
the time evolution:

〈ĉ†j ĉi 〉(τ)− 〈ĉ†j ĉi 〉(0) ≈
∑

nm

P †mjPin[〈â†mân〉(τ)− 〈â†mân〉(0)] , (10)

where τ denotes the time at which the expectation value is calculated. Another,
more accurate way to calculate expectation values away from the interacting
site is to increase the block size M and include additional sites in the Lanczos
basis for measurements. This has been used in Ref. [6] to calculate two-point
correlation functions between impurity and conduction sites. Here, this scheme
is not suitable since we want to carry out measurements at a lot of different
positions which would require the simulations to be repeated many times.

3.2 Application to the Rashba model

We now apply the block-Lanczos transformation to a 2D Rashba lead. To
keep the exchange interaction with the spin chain local, both spin states of the
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Figure 2: The block-Lanczos transformation maps the two-dimensional Rashba
lead to a chain with nearest-neighbor hopping. Since the only site affected by the
interaction with the system (shaded circle) is invariant under the transformation,
the interaction remains local in the one-dimensional representation.

affected site are included in the Lanczos basis and the block size is therefore M =
2. Different transformations and effective 1D models are obtained depending on
the position of the interacting site. Here, the site is assumed to lie on the open
edge of the lead [see Fig. 2].

It turns out, that ĤR expressed in terms of the new fermion operators â†j
describes two decoupled tight-binding chains with the same bond-dependent
hopping parameters t̃j . Defining âj↑ = â2j−1 and âj↓ = â2j allows us to write

ĤR =
∑

j≥1
t̃j
∑

σ=↑,↓

(
â†jσâj+1,σ + h.c.

)
, (11)

so that even for finite Rashba spin-orbit interaction the only difference to a regu-
lar tight-binding chain is the position-dependent hopping t̃j . A chemical poten-
tial stays the same under the Lanczos transformation but the density changes
unless the system is at half-filling. The conservation of the new spin introduced
in Eq. (11) can be exploited in numerical simulations. Note, however, that it
corresponds to the physical spin only at the first site. This is demonstrated for
λ/t = 0.4 in the inset of Fig. 3, where it can be seen that the expectation value

of Ŝz = (1/2)
∑
j(ĉ
†
j↑ĉj↑ − ĉ

†
j↓ĉj↓) oscillates as a function of the site index.

The simple form (11) of the Hamiltonian in the block-Lanczos basis means

that the Krylov subspaces generated by the |↑〉 = â†1↑|0〉 single-particle state at

the interacting site are orthogonal to those generated by the |↓〉 = â†1↓|0〉 state.

To prove this, one needs to show that 〈↑|Ĥn
R|↓〉 = 0 for n ∈ N0, which follows

from the time-reversal symmetry of the Hamiltonian:

〈↑|Ĥn
R|↓〉 = 〈↓̃|T̂ Ĥn

RT̂
−1|↑̃〉 = −〈↑|Ĥn

R|↓〉 , (12)

where |↑̃〉 = T̂ |↑〉, |↓̃〉 = T̂ |↓〉 and T̂ is the time-reversal operator. The Lanczos
method with block size M = 1 therefore would have been sufficient to obtain
the transformation. This is also true if there is both Rashba and Dresselhaus
spin-orbit coupling, but not in the presence of a magnetic field.

Figure 3 shows the position dependence of the hopping amplitudes in Eq. (11)
for the infinite boundary conditions described in the previous section. Already
after a few site (j ≈ 8), the hopping amplitude approaches a constant value that
depends on the spin-orbit interaction λ. This asymptotic value agrees with the
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〈Ŝ
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〉
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Figure 3: Hopping parameters t̃j in the effective one-dimensional model for the
Rashba Hamiltonian described by Eq. (2). The spin-orbit interaction changes
the asymptotic value t̃∞ (dashed lines) given by Eq. (13) and slightly affects
the position dependence for small j. In the inset, the expectation value of the z
component of the total spin is shown for the Lanczos basis states corresponding
to λ/t = 0.4.

hopping

t̃∞ = 2t cos(km) +
√

2λ sin(km) , (13)

where km = arctan(λ/
√

2t), that leads to the same bandwidth as in the original
model (2). Note that if we applied the transformation to a finite system the
hopping parameter would become non-uniform again for sufficiently large site
indices.

From Eq. (11) and Fig. 3, one can see that, regardless of the spin-orbit
coupling strength λ, the effective model is quite similar to a regular tight-binding
chain with uniform hopping amplitude. The differences due to the Rashba spin-
orbit coupling only become apparent when transforming back to the original
representation.

4 Matrix-product-state calculations

With the 2D Rashba system mapped to a chain representation, we are in the
position to study the junction by means of MPS techniques. The first task is
to inject a spin current from the first lead into the spin chain, which could be
achieved by exploiting the spin Hall effect and applying an electric field in the
lead. To simulate an electric field in the Rashba system, we need to either switch
on a static potential at the start of the time evolution or add a time-dependent
phase factor to the hopping terms. In both cases, the perturbation would be
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highly non-local in the block-Lanczos basis, rendering MPS simulations ineffi-
cient. This can in principle be avoided by working in a mixed momentum and
real space representation instead of the Lanczos basis, and using a tree-tensor
network ansatz as in multi-channel impurity problems [20]. The non-interacting
Hamiltonian then describes multiple decoupled chains for each momentum in,
for example, the y direction. Only short-ranged terms appear in each chain even
when a time-dependent vector potential is introduced to drive a charge current.
However, the coupling to the spin chain becomes long ranged which complicates
time-evolution simulations. In addition, the description of the interface between
lead and spin chain is more demanding in the tree-tensor network approach and
constitutes a bottleneck in the calculations. It may therefore be more advisable
to simplify the model with the specific questions we want to address in mind.

A main goal of our simulations is to determine under which conditions effi-
cient spin transport through the spin chain junction is possible. If we assume
that the means by which the spin current is generated is not essential for this
question, we can induce the spin current by ignoring the spin-orbit coupling
and adding a simple potential that couples to the total magnetization in the
current-generating lead. Explicitly, the perturbation is

ĤV = −VS
2

∑

j∈L1

(ĉ†j↑ĉj↑ − ĉ
†
j↓ĉj↓) , (14)

where VS is the spin voltage and the sum runs over sites in the first lead.
Our approach is thus analogous to typical charge-transport calculations. In the
presence of spin-orbit coupling, the term (14) would not correspond to a uniform
potential after the mapping since the Lanczos basis then no longer consists of
Ŝz eigenstates. The spin-orbit coupling in the second lead, on the other hand,
is not problematic because the effective 1D model has the same form as without
spin-orbit coupling in the absence of a perturbing field [see Eq. (11)]. We analyze
the effect of a Rashba term in the second lead in Sec. 4.2.

4.1 Spin conductance

To obtain the zero-temperature spin conductance of the junction, we first cal-
culate the ground state with the DMRG and then simulate the time evolution
with switched-on spin voltage using the time-evolving block decimation algo-
rithm [21]. More details on the numerical method are given in Refs. [22, 23],
where a similar setup with uniform 1D leads was studied. In these works it was
found that the spin conductance depends sensitively on the model parameters
near the interfaces. In particular, there can be conducting fixed points where
the spin conductance at zero temperature is ideal, i.e., it is equal to that of a ho-
mogeneous tight-binding chain [24, 25]. Using the specific 2D leads (in their 1D
representation) should not qualitatively affect these results but the added site
dependence of the hopping parameters near the interface could move the sys-
tem away from or towards a conducting fixed point. We have confirmed this for
some values of the model parameters by explicit numerical calculations whose
results are displayed in Fig. 4. At a small but finite spin voltage VS/J = 0.1, the
spin conductance GS shows a sharp peak as a function of the interface-coupling
strength J ′. This is observed for both types of leads but the position of the
maximum is indeed different. For the block-Lanczos leads the peak is shifted to
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Figure 4: Spin conductance GS at zero temperature for NS = 12 and spin
voltage VS/J = 0.1. The hopping amplitudes t̃j [see Eq.(11)] in the leads are
either assumed to be uniform or obtained by a block-Lanczos transformation
of the Hamiltonian (2) without spin-orbit coupling (λ = 0). In both cases,
the overall energy scale is chosen so that t̃∞ = limj→∞ t̃j = J . Each lead is
truncated to a finite length of 400 sites in the MPS simulations.

smaller J ′, as may be expected because of the reduced hopping strength near the
spin chain. The maximum value of GS is in both cases approximately the ideal
value G0

S = 1/(4π) for the linear conductance. In Refs. [22, 23], only half-filled
leads were considered. As can be seen in Fig. 4, conducting fixed points occur
for finite chemical potential µ as well, though their position is µ dependent.

Finally, let us briefly comment on the case of ferromagnetic exchange inter-
action. Numerical calculations indicate that the spin currents are much smaller
than for antiferromagnetic spin-1/2 chains. This may be explained by consid-
ering the Kondo model, i.e. a single spin coupled to a fermionic bath. It is
known that for ferromagnetic interaction, the Kondo spin effectively decouples
from the lead in the low temperature limit [26]. Adding spin sites that interact
ferromagnetically with the first spin will not change this behavior. Accord-
ingly, we expect the linear spin conductance of the junction to vanish at zero
temperature.

4.2 Lead dynamics

Until now, we only considered expectation values in the effective 1D model,
which is sufficient to characterize the spin transport through the spin chain. As
described in Sec. 3.1, however, the block-Lanczos transformation can be reversed
to obtain expectation values of observables defined on the original real-space
lattice. To this end, we calculate the single-particle expectation values 〈â†iσâjσ〉
in the 1D representation for all sites i, j ≤ L for some finite number L. This can
be done by two nested sweeps in the MPS program so that the computational
cost scales quadratically with L.

As an example, we investigate the magnetization mj = 1
2 〈ĉ
†
j↑ĉj↑ − ĉ

†
j↓ĉj↓〉

in the second lead after the spin current is injected. Figure 5 shows mj for
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2D leads with and without spin-orbit coupling. The spin current entering the
system leads to a small position-dependent magnetization that depends strongly
on both the chemical potential µ and the strength of the spin-orbit coupling
λ. Most strikingly, the Rashba precession for λ 6= 0 leads to oscillations as a
function of the position. Near half-filling, the induced magnetization is largest
along the diagonal directions, while it becomes more uniformly spread when the
chemical potential is increased. This can be understood by looking at the shape
of the Fermi surface for λ = 0. At half-filling, it takes a diamond form, so that
the energy gradient ∇kE(k)||k|=kF , i.e., the group velocity, points in one of the
diagonal directions. In the limit of a nearly empty band kF → 0, on the other
hand, the Fermi surface becomes a circle and ∇kE(k)||k|=kF is proportional to
the momentum k. For small finite λ, this picture remains qualitatively valid
and the observed angular dependence of the magnetization is indeed similar.

Above, it was assumed that the spin current in the spin chain is polarized
in the z direction, i.e., orthogonal to the plane of the 2D lead. If we choose
a different polarization the spin current through the chain will have the same
magnitude because of the pseudo-spin-rotation symmetry of the 1D represen-
tation, but the expectation values in the original lattice will differ. Instead of
carrying out a separate MPS simulation, one could calculate these quantities
by evaluating formula (10) with the same correlation functions 〈â†mân〉 and a
different transformation matrix P ′ = PR, where R is a unitary matrix that
describes the rotation of the pseudo spins.

In addition to the magnetization, we also calculated the charge-current densi-
ties which show a non-trivial behavior for finite λ because of the inverse spin Hall
effect (not shown). Unfortunately, the obtained currents densities are rather
small and their position dependence is strongly affected by both the chemical
potential µ and spin-orbit-coupling strength λ, which makes an interpretation
difficult. For this reason, and because the observed inverse spin Hall effect is
mostly a property of the non-interacting Rashba model while the spin chain only
plays a secondary role, we have not pursued the analysis of the charge current
further.

5 Summary

We have applied the block-Lanczos DMRG technique to investigate the spin
transport in a two-terminal setup consisting of a spin chain and 2D tight-binding
leads. As long as the spin chain couples only to a single site of each lead, the
Lanczos transformation yields an effective 1D model where the leads are semi-
infinite chains with nearest-neighbor hopping. While the hopping amplitudes
are not uniform, their bond dependence is negligible except in the vicinity of
the chain edge. The Lanczos transformation done here can be regarded as a
specific case of the chain mappings for non-interacting baths based on orthog-
onal polynomials [27]. Since it is known that these mappings result for typical
environments with finite bandwidth in asymptotically homogeneous chains [28],
the effective Hamiltonian we obtained is not surprising and its explicit calcula-
tion mostly amounts to determining the strength of the inhomogeneities near
the spin chain. These inhomogeneities can appreciably affect the spin transport
in the junction because the parameters at the interface need to be fine-tuned
to get a sizeable spin current at low temperatures. Qualitatively, however, the
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Figure 5: Magnetization in the second lead after injecting a spin current polar-
ized in the z direction. Both leads have hopping amplitude t in their two-
dimensional representation, and chemical potential µ. In the second lead,
there is also Rashba spin-orbit coupling of strength λ. The coupling to the
spin chain J ′ is tuned to the approximate conducting fixed point which is
J ′/J = 1.45, 1.5, 1.7, 1.95 for µ/t = 0,−1,−2,−3, respectively. Other param-
eters are as in Fig. 4, i.e., J/t = 0.5 and NS = 12. The measurements were
carried at time τ = 70 t−1 after a spin voltage VS/t = 0.25 was switched on in
the first lead at τ = 0.

behavior of the spin conductance is the same as when the hopping strength
is assumed to be uniform. The Lanczos transformation thus does reveal any
new phenomena in the setup studied here regarding the spin conductance. One
could apply the method also to more complicated interfaces, e.g. multiple par-
allel spins. In that case, the lead part would become a ladder model after the
transformation, with the number of legs equal to the number of spin chains.
As realizations of spin chains in solids typically consist of many weakly cou-
pled chains, the block-Lanczos method could be a way towards a more realistic
junction model.

Interestingly, the form of the effective Hamiltonian does not change when
Rashba spin-orbit coupling is taken into account. The spin-orbit coupling ac-
cordingly does not have a significant impact on the spin chain in the absence of
perturbations in the leads. Phenomena characteristic of the Rashba model, like
the spin Hall effect, are hidden in the definition of the Lanczos basis states. As
a consequence, a spin current entering the lead appears more or less the same
in the 1D representation regardless of the strength of the spin-orbit coupling
λ. The inverse Hall effect and the Rashba precession in the original real-space
lattice, on the other hand, occur only for finite λ. By reversing the Lanczos
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transformation one can calculate quantities in real space and thereby observe
these effects. However, since the tight-binding leads by themselves are non-
interacting, such an approach only makes sense if the interacting region plays
an important role. Otherwise, many-body techniques such as the DMRG are
not necessary and more efficient tools, e.g., based on Green’s functions, are
available.
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Hiermit erkläre ich, dass diese Arbeit bisher von mir weder an der Mathematisch-

Naturwissenschaftlichen Fakultät der Universität Greifswald noch einer anderen wis-

senschaftlichen Einrichtung zum Zwecke der Promotion eingereicht wurde.

Ferner erkläre ich, dass ich diese Arbeit selbständig verfasst und keine anderen als die

darin angegebenen Hilfsmittel und Hilfen benutzt und keine Textabschnitte eines Drit-

ten ohne Kennzeichnung übernommen habe.

(Florian Lange) Greifswald, 1. August 2019





Acknowledgement

First, I would like to express my sincere thanks to Prof. Holger Fehske for being

a thoughtful and encouraging supervisor. In addition, I am grateful for his guidance

regarding my future career. I also thank the members of the Computational Condensed

Matter Physics Laboratory at RIKEN for the hospitality during my stay. Finally, I

thank the members of the work group in Greifswald, especially Dr. Satoshi Ejima for

the pleasant and fruitful collaboration over the last years.

145


	Summary
	Introduction
	Numerical method
	Symmetry-protected topological order and criticality
	Response to external fields
	Conclusion

	Thesis articles
	2.3 Article I — Exotic criticality in the dimerized spin-1 XXZ chain with single-ion anisotropy
	2.4 Article II — Quantum phase transitions in the dimerized extended Bose-Hubbard model
	2.1 Article III — Ising tricriticality in the extended Hubbard model with bond dimerization
	2.2 Article IV — Critical behavior of the extended Hubbard model with bond dimerization
	2.5 Article V — Anyonic Haldane Insulator in One Dimension
	2.6 Article VI — Strongly repulsive anyons in one dimension
	2.7 Article VII — Finite-temperature dynamic structure factor of the spin-1 XXZ chain with single-ion anisotropy
	2.8 Manuscript VIII — Dynamic response of spin-2 bosons in one-dimensional optical lattices
	2.9 Article IX — Spin transport through a spin-1/2 XXZ chain contacted to fermionic leads
	2.10 Article X — Driving XXZ spin chains: Magnetic-field and boundary effects
	2.11 Technical Report XI — Block-Lanczos density-matrix renormalization-group study of the spin transport in Heisenberg chains coupled to leads

	Bibliography
	Scientific contributions
	Erklärung
	Acknowledgement

